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REAL ESTATE OWNED AND CARRYING COSTS
LOOKING AT THE EFFECTSOF EMPLOYMENT
AND INTEREST RATESON MARKETING TIME

Stephen C. Caples, M cNeese State Univer sity
scaples@maas.net
Michael E. Hanna, University of Houston-Clear Lake
hanna@cl.uh.edu
Charles A. Smith, University of Houston-Downtown
smith@dt.uh.edu

ABSTRACT

Thispaper examines the effects of changes in employment and interest rates on marketing
time of residential houses - over time. This paper presents evidence over an eighteen (18) year
period from 1979 to 1996 which reveals that as interest rates and employment levels change that
mar keting times of single family homes respond in an expected manner. An interesting discovery
wasthat at one point in the study period employment changes appeared to impact days on market
as much as, or morethan, changesininterest rates. As expected, when employment declined in the
study area, days on market increased and later increased even as job growth surged and then days
on market declined with atime lag. The marketing times for lower and higher priced homes were
examined separately over the study period.

The research presented here should be of interest to real estate agents who are constantly
asked, “ how long will it take to sell my house?” Bankerswho are trying to estimate holding costs
on real estate owned should also find this type research of interest. Transfer companies might find
this research to be of value.

It is clear that as non-property economic conditions change over time, different priced
properties react in different ways to the changes.

INTRODUCTION

There are many factors which influence the length of time required to sell a single family
residential property. The physical attributes such as size, age, number of rooms, condition of the
house, and other property characteristics have an obvious impact on the “value” of the house, but
what about the marketing time of the home; what influences are important? Research as shown the
time required to sell the property depends not only on the physical characteristics of the house but
also on thelisting price of the property. Other factors which may also influence the number of days
the property remains on the market are the general economic conditions of the area and the level of
mortgage interest rates. In this paper we present information as to how these “market” factors
influenced the average number of days (DOM) required to sell a single family house in the Lake
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Charles Louisana market between 1979 and 1996. Bankers and transfer companies should find the
research useful in marketing real estate owned investments as the DOM directly influences holding
costs and thus organizational profits. Additionally, thisinformation should be of substantial interest
to real estate agents who are usually asked two key questions when seeking a new listing; “How
much can you get for my home?’, and “How long will it take to sell my home?’ The information
presented should aso be of interest to brokers who are estimating advertising budgets, sign inventory,
and other business decisions affected by the marketing times.

In order to conduct this study, multiple listing service data was utilized. The data was for the
first quarter of each year from 1979 to 1996. The dataincluded approximately 3,000 actual sales and
transactions which occurred during the study period, which spanned eighteen years. The macro
economic data consisting of employment data for the area was obtained from the Louisiana
Department of Labor. The mortgage interest rates were obtained from the Federal Reserve Bulletin.
The mortgage rates were the average for the year.

Lake Charles is a medium sized city (150,000 population in the SMSA) in the Southwest
corner of Louisiana about 150 miles East of Houston and about 120 miles West of Baton Rouge.
The areais somewhat dependent on the petroleum industry; however, this dependence is no different
than many other medium sized markets which invariably are somewhat dependent on a key industry
or sometimes a few key employers. McNeese State University is located in Lake Charlesand isa
regiona university with over 8,000 students and over 1,000 employees. Lake Charlesis a seaport
city serving the Southwest Louisiana area and the port contributes millions of dollars to the local
economy. In the early 1990's, casino gambling was introduced to the area and is having an impact
on the local economy.

In the Mid to late 1970's, and very early 1980's, the local economy was strong, as the ail
industry was booming. Inthe early 1980's however, the petroleum industry collapsed and this caused
a major downturn in the local economy. Thisloca downturn continued through out most of the
1980's, but in the latter part of this decade, the economy began to recover. The area appeared to be
in another boom period in 1996, but by late 1997, after the study ended, signs of weakness were
surfacing. The impacts of the economic trends on the real estate market arearevealed in this study.
The level of sales has been increasing and at the same time the average time it takes a home to sell
has been decreasing.

A summary of the results is presented in Table 1. Provided in this Table 1 are the total
number of houses sold during the first quarter of each year, the average days on the market DOM),
the mortgage interest rate, the employment statistics, and the average DOM for homes priced above
and below the median. Homes priced below the median are referred to as “low priced” and those
priced above the median are referred to as “high priced”. The employment statistics for Lake Charles
consist of the“non-ag” wage and salary data. Similar to other oil dependent areas, the employment
picture was positive in the late 1970's and peaked in 1981. This was followed by a steady decline
between 1982 and 1987 when the economy of the area experienced a decline. Since 1987 the
economy of the area has shown a steady improvement that has continued through the end of the study
period.

The economy in Southwest Louisiana was depressed for most of the early to mid-1980's. This
isreflected in Table 1 data by the number of sales each year and the number of people employed.
Between 1982 and 1987 the number of sdleswas low but started to increase about 1989/90. During
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this same time period the number of people employed was depressed, the biggest decline coming from
1981 to 1982, and starting to increase in 1988. These employment trends affected the number of
homes sold during this period. The peak years for sales were 1979 and 1980. Thislevel of sales
activity was not achieved again until 1995. During several yearsin the study period the housing the
market declined even asinterest rates dropped to levels lower than prevailed in the late 1970's. This
phenomenon of declining interest rates combined with declining housing market supports the
hypothesis that employment gains or lossesimpact housing markets, at least on alocal level, on a part
with interest rates.

TABLE 1
YEAR TOTAL AVG. AVGINT AVG AVDOM AVDOM CHNGIN
SALES DOM  RATES EMPLMNT FORLOW FORHIGH EMPLMT
FORYEAR PRICED PRICED
1979 237 55 10.48 63500 50 59 4500
80 200 57 12.25 67300 52 63 3800
81 172 54 14.16 70400 52 56 3100
82 134 73 14.47 64400 75 71 -6000
83 112 86 12.2 61600 68 105 -2800
84 117 101 11.87 60200 91 112 -1400
85 104 97 11.12 59000 75 121 -1200
86 128 123 9.82 57800 135 110 -1200
87 148 125 8.44 58600 120 130 800
88 178 114 8.51 60500 1m 116 1900
89 155 107 9.76 62600 109 104 2100
90 199 137 9.68 67700 155 119 5100
91 168 127 9.02 70900 123 132 3200
92 182 132 7.98 71300 151 114 400
93 182 123 7.03 72100 143 103 800
94 190 93 7.26 76700 99 86 4600
95 215 100 7.65 79900 107 93 3200
195 7.56 83200 3300

As employment began to rise after 1987, there was a decline in the DOM the average property
stayed on the market. Thiswas not a steady decline, but fluctuated with a slow trend toward the
lower number of days on the market. Asthe employment increases the number of days an average
home stays on the market would decline. According to expectations, there was a lag of one to three
years as the buying public adjusted their expectations of the future. If the average home buyer
expects to be unemployed in the future they will postpone buying decisions. If the employment
picture is unsure they will likewise postpone the decision to buy ahome. Only when the home buying
public feels comfortable about their future employment prospects, will they buy a home. Thisis
especialy true following a period of high unemployment or recession in alocal area
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In addition to changes in employment, interest rates also impact the time required to sell a
house. Table 1 provides data on interest rates for the years 1979 to 1996. As can be seen in this
table, the interest ratesincreased during the late 1970's and peaked in 1982 at over 14%. Since 1982,
interest rates have experienced a downward trend and seem to be have stabilized since 1992, with
relatively minor fluctuations since then. In comparing the average DOM to interest rates, the days
on market started to increase in 1982, even though interest rates had been rising for severa years but
at the point had in fact started to decline. It has been shown that interest rates impact the sales of
homes and lower interest rates should therefore spur real estate sales. While thisistrue, it is apparent
that the level of employment is also acritically important factor in determining the number of days
aproperty can be expected to remain on the market.

Theresaults reported in Table 1 would indicate the importance of employment trends on the
average days a property remained on the market. Another possible explanation of why the DOM
increased while interest rates were declining is that when people anticipate that interest rates will be
low or will continue to decline, they may not be as anxious to buy. This could be partly true because
they wait for the ratesto fal further and partly because the cost of renting property is lessened when
the rate of inflation is anticipated to be low. Part of the attraction of home ownership is that it
provides some hedge against inflation. When inflation is expected to be high, people tend to invest
to red goods such asred estate to protect themselves againgt price increases. At times when inflation
is expected to be low thisis usualy not afactor.

Charts 1 and 2 contain agraphical presentation asto how changes in employment and interest
rates over time compare to changes in DOM over time.

Chart 1
INTEREST RATES AND DOM OVER TIME
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Chart 2
CHNGS IN EMPLY & DOM OVER TIME
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Chart 1 presents clear evidence that even as interest rates were increasing in the first three
years of the study, marketing times were actually stable and declined in 1981. Asrates began to fall
after 1982, DOM increased and remained high for amost a decade. Chart 2 presents graphical
information which indicates that in most years when employment change was positive, DOM reacted
positively either that year or in the following year.

To further enforce the critical importance of local employment, note in Charts 1 and 2 that
asinterest ratesfel in the early to mid 1980's, DOM remained high until employment turned positive
in 1988. To get a picture of how market segments were changing over time, each sale was placed
into one of five categories based on the number of days on the market. These categories were 0-7
days, 8-30 days, 31-180 days, 181-264 days, and more than 364 days. Table 2 indicates what
percentage of the sales in each year fell into these categories. For example, in 1979 13% of the
houses were on the market for O-7 days and 29% were on the market from 8-30 days. The total
number of sales occurring the first quarter of each year is shown in the last column of Table 2. From
this we see that before 1986, very few of the sales were for homes that had been on the market more
than oneyear. However, beginning in 1987, the number in this category increased significantly and
was at least four percent of the salesuntil 1995. It isimportant to note that atthis same time, the total
number of sdleswasincreasing. Itisquite possible that many houses that had been on the market for
along time were now being sold. The increased demand due to increased employment may have been
responsible for some less desirable houses (that had been on the market along time) being sold.
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TABLE 2
Dayson Total #
Market
of
Total % Sales
0-7 8-30 31-160 161-364 >364 foryear  For Yr.
1979 13 29 56 3 0 100 237
1980 9 32 56 4 1 100 200
1981 11 28 58 2 0 100 172
1982 9 26 57 7 1 100 134
1983 6 21 59 13 0 100 112
1984 7 20 56 17 1 100 117
1985 5 14 64 15 1 100 104
1986 5 22 52 16 5 100 128
1987 7 17 52 17 7 100 148
1988 8 18 56 12 6 100 178
1989 1 24 59 10 6 100 155
1990 18 16 40 16 10 100 199
1991 9 14 51 21 5 100 168
1992 12 14 49 16 9 100 182
1993 16 18 46 11 9 100 182
1994 22 24 38 10 6 100 190
1995 13 19 53 11 4 100 215
1996 15 17 58 8 1 100 195
11 21 53 11 100

It is evident that the employment market affects the DOM. To determine if this was true for
al price ranges, the sales were separated into two groups based on the selling price of the house
(pleaserefer back to Table 1). Thefirst group (low price) contains sales of homes that sold during
the year in questions, at a price below the median price. The other group (high price) sold at prices
above the median for the year. The results of this are shown in Chart 3 which provides the average
days on market for these categories in each of the years.
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Chart 3
DOM FOR LOW AND HIGH PRICED HOMES
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One interesting result is that higher priced homes experienced alower DOM than did lower
priced homes during the latter half of the study period. This can be seen in the results reported in
Chart 3. Earlier inthe period, the higher priced houses had a longer time on the market before they
sold. As the market improved, this trend reversed itself and the higher priced homes sold in less
time. It seems as the economy came out of the recession the higher priced homes sold in less time
than the lower priced homes.

The trend became more obvious in 1992 and during subsequent years as employment
continued to improve and people became more confident about the economy. This renewed
confidence revedsitsdf in both Table 1 and Chart 3 in both the level of sales and the declining level
of DOM. Also the fact that higher priced houses sold faster than lower priced houses indicates the
increasing confidence in the economy.

While the data available did not provide an indication of what types of new jobs were being
created in these years, it is reasonable to expect that some would be low paying and others would be
higher paying. More high paying jobs would create a demand for higher priced houses. However,
even if the jobs were not high paying, we might expect a greater demand for higher priced housing
astheinterest ratesin the later years of the study were relatively low. A potential home buyer would
qualify for a larger loan when interest rates are low. This might contribute to a higher demand for
more expensive homes.

This article has presented evidence which indicates that changes in employment may be more
critical to housing marketing times than levels of interest rates. While the research was conducted
in a medium sized town where the oil industry was the dominant employer; the results should be
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globally useful because the composition of the labor force is not the issue. Theissueis changesin
employment levels vs changes in and absolute levels of interest rates. The evidence indicates that
bankers should not expect to sall their REO' sjust because interest rates are declining, if employment
levelsin the area are declining. There is additional evidence of this in Japan where real mortgage
rates are near zero and real estate values are declining and marketing times are increasing. Realtors
should inform their clients of these research resultsin order to promote better client relations, if the
clients are bankers.

The results of the study aso indicate the higher priced homes tend to have higher DOM at
the bottom of the local employment cycle, but not as employment is increasing.

While most parts of the United States are experiencing increasing labor trends, there are
always loca communities where a mgor employer has closed a factory and moved to offshore
fecilities, or amajor government facility has closed. The information presented here should help all
owners and sellers of houses estimate marketing times. These marketing times are critical to some
owners such as banks and transfer companies who must estimate inventory holding costs as a cost
of operating their business. This information should also be useful to real estate brokers and agents
who are amost aways asked, “How long isit going to take to sell my house?’
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LITIGATION DISCLOSURES

CharlesHalley, Virginia Commonwealth University
cholley@busnet.bus.vcu.edu

ABSTRACT

The adequacy of disclosure of litigation contingencies in financial statements continues to
be a very important reporting issue. The principal objective of this study was to investigate the
extent to which meaningful disclosures of litigation are present in corporate financial statements.
A related objective was to examine the relationship between extent of note disclosure and selected
financial statement ratios. The data was obtained from Compact Disclosure. Over 1100 financial
statement notes of public companies were examined. First, a descriptive approach was used to
categorize the notes into different levels of disclosure. A set of financial statement ratios was used
to examine the relationship between the disclosure levels of the notes. Analysis of variance and
discriminate analysis were used to analyze the data. The results indicate that there are differences
in financial condition as measured by the selected financial ratios of those companies which had
minimal disclosures of litigation versus those companies which presented more compl ete meaningful
disclosures.

INTRODUCTION

The adequacy of disclosure of litigation contingenciesin financial statements continues to be
avery important accounting issue. Litigation contingencies are distinctive in that their disclosureis
influenced not only by the management of a company but also by external auditors, corporate
attorneys and to some extent by the Securities and Exchange commission. Therefore, the content of
financial statement litigation notes may meet minimal disclosure requirements but reflect the
judgements of individuals having diverse motives and perspectives. Consequently, there islack of
consistency in the manner in which litigation actions are disclosed. Since the litigation disclosure
decision involves judgements regarding materiality and probability of losses, and multiple parties,
considerable latitude exists in the decision making process regarding disclosures, and this leads to
potential confusion for the users of financial statements and a reduction in the usefulness of the
information provided.

The principal objective of this study was to investigate the extent to which meaningful
disclosures of litigation are present in corporate financial statements. A related objective was to
examine the influence of financial soundness as measured by certain ratios on the level of litigation
disclosure. Financial statement notes provide additional information that is intended to assist users
in evaluating a firm's financial position. Consequently, when significant uncertainties are not
adequately disclosed, the financia statements of the firm are of diminished value and could be
misleading (Kneer, Reckers, Reed & Jennings, 1985).
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PRIOR RESEARCH

Woolsey's (1954) research on materiality and disclosure recognized that different
accountants, having identical information, could exhibit different decisions on disclosure. More
recent research incorporating influences from psychology has described the judgement process as a
probabilistic system, examining the relationship between observed inputs and outputs (Ashton, 1974).
Others who have examined the judgement process of the materiality decision include Boatsman and
Robertson (1974), Hofstedt and Hughes (1977), Moriarity and Barron (1976), Newton (1977), Firth
(1979), and Jennings, Kneer and Reckers (1987).

Several studies have addressed criteria for both threshold level and point of reference used
in practice for the materiality judgement: (1) net income (Frishkoff, 1970; Boatsman & Robertson,
1974; Chewning, Pany and Wheeler, 1989); (2) size (Frishkoff, 1980; Moriarity and Barron, 1976);
(3) total assets (Bates, Ingram & Reckers, 1982); (4) "Big 8" versus non-"Big 8" auditors (Woolsey,
1973; Messier, 1983). Holstrum and Messier (1982) found that items of more than 10% of net
income would be consdered materid by most groups, while items less than 4% of net income would
be consdered immaterid by most groups. In addition, they reported that users tended to have lower
materiality thresholds than did preparers or auditors. Libby (1979) found disclosure of a major
litigation uncertainty, when combined with supplemental accounting information concerning the
uncertainty, had a major effect on bankers risk assessment of the firm. Jennings, Kneer & Reckers
(1987) performed a second study that compared the materiality thresholds of three groups typically
involved in litigation disclosures; CPAS, judges and lawyers. This study found that many members
of the legal profession saw current lawsuit disclosures as inadequate.

During the past thirty years, a number of studies have focused on corporate bankruptcy.
Several studies have concluded that failing firms exhibit significantly different ratio measurements
than do continuing entities (Beaver, 1967, 1968) (Altman, 1968).

Beaver's research in 1966 and 1968 reported that certain financia ratios were strong
predictors of bankruptcy. His studies concluded that the mean ratios of failed firms were poorer than
those of nonfailed firms for a period of five years prior to the failure. Altman (1968) used a
multivariate approach to bankruptcy predictions. He used multiple discriminant analysis (MDA) as
the technique for distinguishing between failed and nonfailed firms. Altman selected thirty-three
bankrupt manufacturing firms and a matched sample of thirty-three nonbankrupt firms, stratified by
assets size and industry. From twenty-two original variables, the five providing the most efficient
discriminant function were selected. The five variables were chosen based upon the statistica
significance of the discriminant function and the intercorrelations among the discriminating variables,
aswell asthe predictive accuracy of the discriminant function.

Edmigter (1972) used MDA to analyze small companies and affirmed the position that ratio
andyssnot only had predictive value but that the value was cumulative as independent ratios were
added. Moyer (1977) reexamined the Altman model and reestimated the coefficients. He concluded
that the original model contained two superfluous variables, market value of equity/total debt and
saleg/total assets (X4 and X5 in this study).

Hopwood, McKeown, and Mutchler (1989) examined firms which had received a going
concern report qualification by auditors to assess the ability of quaified opinions as warning signs of
forthcoming bankruptcy. Their anadysis employed a combination of variables from previous
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bankruptcy models. They found that an auditor may "insist on improved accounting” when faced
with a client whom the auditor believesis more likely to fail. They concluded that this perception may
be due to the belief that the auditor's liability may be diminished if "preferable” accounting methods
were employed.

This present research extends the concepts of the Hopwood, et a. study by showing that the
extent (detail) of litigation disclosure is greater when the financial statements indicate financid
distress.

DATA SELECTION

The data for the study was obtained from Compact Disclosure. This database contains
financial and management information extracted from annual and periodic reports filed with the
Securities and Exchange Commission (SEC) by over 12,000 public companies. Criteriafor inclusion
in the data base are: (1) the company must have filed an SEC document containing financid
information (e.g. 10K, 20F, Registration Statement) within the last 18 months, 2) at least 500
shareholders of one class of stock and 3) at least $5 million in assets. Companies included are those
that provide goods and services to the public. The Compact Disclosure used for this study included
financia statements with years ending in the twelve month period prior to July 1, 1996.

Financia statement notes of the companies in the database were searched for the phrases
"litigation”, "lawsuit", "lawsuits," or "legal proceedings'. All records which contained one of these
four phrases were selected for examination. The original search resulted in 1,515 companies. The
litigation footnotes and selected financial and descriptive variables (See Appendix A) were
downloaded from the data base for examination and analysis. If the note reported that the company
wastheinitiator of the litigation (gain contingency) or that the litigation had been settled (no longer
a loss contingency), the company was eliminated from the selection. Of the 1,515 companies
originally selected, 357 were dropped, leaving 1,158 in the analysis. In order to assess the financia
condition of the companies using the Altman and Beaver models, certain variables (financia ratios)
were created.

A descriptive approach was adopted in categorizing the litigation notes into different levels
of disclosure. Specificdly, each note was classified into one of the following four mutually exclusive
categories: Minimal Disclosure, M eaningful Qualitative Disclosure, M eaningful Quantitative
Disclosure, and Accrual for Loss Contingencies. The litigation notes falling within the Minimal
Disclosure category were not only the most prevalent (663), but also the most serioudly lacking in
meaningful content. Apparently, according to many companies, a note meets the FASB's
requirementsif it Smply states that the company is currently involved in litigation and that it is unable
to estimate its future losses. These notes provide little or no substantive information to the reader,
although occasionaly they indicate the general nature of the lawsuit(s). The following three sample
disclosures are representative of this category.
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I. MINIMAL DISCLOSURE

N = 663
* Company XY Z isinvolved in various litigation arising from the ordinary course of business
which management believes will have no materia effect on the consolidated financia
Statements.
* In the norma course of business, the Company and its subsidiaries become involved in

litigation incident to operations. Management is of the opinion that ultimate resolution of all
matters of litigation and dispute will not result in a significant liability to the Company.

* The Corporation isinvolved in legal proceedings generally incidentd to its business. While
the result of any litigation contains an element of uncertainty, management presently believes
that the outcome of any known pending or threatened legal proceeding or claim will not have
amaterial adverse effect on the Corporation's consolidated financia position.

The second most common form of disclosure was the Meaningful Qualitative Disclosure
statements which gppear to more closdly satisfy the FASB's intended disclosure objectives. Although
specific monetary estimates were not provided, the nature of the litigation as well as certain specific
information was provided. The usefulness of these footnotes in evaluating risk depends upon the
explicitness of the additional information being provided. These notes typically include some detail
but do not make reference to the dollar damages sought.

I[1. MEANINGFUL QUALITATIVE DISCLOSURE
N = 269
* The Bank is currently involved in numerous lawsuits relating to delinguent loans, including
casesinvolving predecessor banks to the Bank. Some of these lawsuits involve counterclaims
alleging lender ligbility for undetermined sums. Management and counsel for the Bank, based
upon their review of cases so far, have no reason to believe that the counterclaims have merit.

* The Company and certain other persons, including certain officers and directors of the
Company, are defendants in purported class action lawsuit filed in 19XX in the U.S. District
Court [Actua Case Reference]. Thissuit alleges violations of Section 10(b) of the Securities
Exchange Act of 1934 and Rule 10b-5 thereunder and seeks an unspecified amount of
damages. The plaintiff alleges that the defendants inflated the price of the Company's stock
by making fase statements regarding the beneficia qualities of [a Product] and
misrepresenting [an Individual's] role in the development of [the Product].

The notes within the third category, Meaningful Quantitative Disclosure, usualy indicate the
nature of the loss contingency aswell as provide some type of range or estimate of the actual amount
of damages sought. These Meaningful Quantitative Disclosure notes provide the most explicit
information of the three non-accrual notes: Minimal Disclosure, Meaningful Qualitative Disclosure,
and Meaningful Quantitative Disclosure respectively.
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[11. MEANINGFUL QUANTITATIVE DISCLOSURE
N =153

* Various suits and other legal proceedings and claims are pending againgt the Company. These
include one group of product liability cases brought against the Company and varying
numbers of other companies on behaf of individuals claiming billions of dollarsin damages
and other monetary, injunctive, and declaratory relief as a result of injuries alleged to have
resulted from the use by their spouses mothers of certain estrogen drugs, including [a specific
drug, previoudly sold by the Company] during pregnancy.

* The Company isaparty to anumber of lawsuits and claims (some of which are for substantial
amounts) arising out of the conduct of its business, including those relating to commercial
transactions, product liability and environmental safety and health matters. In one such
lawsuit, involving a dispute with [ XY Z Corporation] concerning the development and supply
of [the Product], ajudgement was entered against the Company in 19XX for $10 million in
compensatory damages and $60 million in punitive damages, plus interest; the Company has
appedled the judgement.

All of the litigation notes faling within the Accrud for Loss Contingencies category disclosed
that some form of an accrud to the financial statements had been made. However, the dollar amount
of the accrual was not generally disclosed. In examining 1158 litigation notes, only 73 provided this
more detailed level of disclosure. The following isan example of the final level of disclosure.

V. ACCRUAL FOR LOSS CONTINGENCIES
N=72

* The Company is party to various legal actions brought by various limited partnerships, joint
ventures and others which allege, among other things, breach of contract by [the Company]
with respect to drilling and/or operating agreement between the Company and these entities,
breach of fiduciary duty, violation of various state and federal securities acts, common law
fraud, common law misrepresentation, and actions that allegedly give rise to recovery under
the federal Racketeer-Influenced and Corrupt Organization Act ("RICQO"). Management
believes, based upon present facts and circumstances, that sufficient litigation liabilities have
been accrued in the Company's financia statements. However, management is presently
unable to determine whether the outcome of litigation against the Company will ultimately
result in liabilities in excess of amounts provided.

INDEPENDENT VARIABLES

The independent variables selected for evaluation of financia condition were the Altman and
Beaver ratios. Although questionable as predictors of bankruptcy, these variables are considered to
be vdid criteriafor assessing the relative financial condition of the firmsin the study. The variables
(and the identification codes) used in this research) are:
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Altman's Financia Ratios:
X1: Working Capital/Total Assets - short term liquidity;
X2: Retained Earnings/Total Assets - cumulative profitability;
X3: Earnings Before Interest & Taxes/Total Assets - current profitability - aform of return
on assets,
X4: Market Value of Equity/Book Value of Debt - the market's perception of long term
solvency and profitability;
X5: Sdles/Total Assets - asset usage and efficiency;
Beaver's Financial Ratios:
A1: Current Assets/Total Assets - short term liquidity;
B1: Current Assets/Current Liabilities - short term liquidity;
C1: Current Assets/Net Sales - short term liquidity;
C3: Working Capital/Net Sales - short term liquidity;
NL1: Cash Flow/Total Liabilities - long term solvency; ability to service debt;
NL2: Net Income/Total Assets - current profitability, return on assets,
NL3: Total Liabilities/Total Assets - debt ratio, long term solvency.

The origind model included all twelve variables. The five Altman ratios, X1 (WC/TA), X2
(RE/TA), X3 (EBIT/TA), X4 (EQ/TL) and X5 (NS/TA) (the ratio X1 (WC/TA) was common to
both studies), and the seven Beaver Ratios, A1 (CA/TA), B1 (CA/CL), C1 (CA/NS), C3 (WCINS),
NL1(CHTL), NL2 (NI/TA) and NL3 (TL/TA) were the independent variables. The four levels of
litigation disclosure: (I) Minima Disclosure, (11) Meaningful Qualitative Disclosure, (111) Meaningful
Quantitative Disclosure and (1V) Accrud for Loss Contingencies were the dependent variables. The
following three combinations, (II & I1I) Meaningful Qualitative Disclosure plus Meaningful
Quantitative Disclosure; (111 & 1V) Meaningful Quantitative Disclosure plus Accrual; and (11, 11 &
V) Meaningful Qudlitative and Quantitative Disclosures plus Accrual, were also used as dependent
vaiablesinthe sudy. Andyssof variance (ANOVA) and Multiple Discrimination Analysis (MDA)
statistical technigques were used.

One objective was to ascertain whether financia ratios could be useful in explaining some of
the variations currently found in the litigation disclosure. Six different models were tested using
andydgsof variance. The dependent variable, Minimal Disclosure (1), was compared against all the
remaining dependent variables, both independently, (I vs. I1), (1 vs. 111) & (I vs. IV), aswell as against
three combinations, (I vs. I1 & 111), (I vs. 11l & V), and (I vs. II, 111, & V.

Four ratios were statistically significant for all the models, and four variables [ X4 (EQ/TL),
X5(NSTA), B1 (CA/CL) and NL1 (CH/TL)] were not significant for any of the models. The first
of the four sgnificant variables was Beaver's A1 (CA/TA), which was not one of his better predictors
(38% origina prediction ability). The remaining three variables were Altman'sfirst three ratios. The
first, X1 (WC/TA) was alogical choice, sinceit isaratio frequently found in studies of corporate
problems. Ordinarily, a firm experiencing consistent operating losses will have shrinking current
assets in relation to total assets. The second variable, X2 (RE/TA) was more effective, since it
measures cumulative profitability over time. The ratio X3 (EBIT/TA) is the measure of the
productivity of the firm's assets, abstracting from it any tax or leverage factors. Since a firm's ultimate
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exisenceis based on the earning power of its assets, this ratio appears to be particularly appropriate
for studies dealing with corporate failure (Altman, 1968).

Eight of the twelve ratios were significantly different (at .10 level) for the comparison of
Group | versus Group I and Group | versus Group 1V. Group | means were significantly different
for six ratios when compared to a combination of Groups|, I, and I11. Of these six ratios,it was
decided to eliminate two from further analysis. Ratio C1 (CA/Net Sales) had been eliminated from
the discriminant andysis due to multicollinearity. Ratio NL3 (Totdl Liabilities/Total Assets), although
significant, had much higher p vaues and gppeared in only one of the discriminant functions. A third
ratio of thesix, X1 (WC/Totd Assets), had previoudy been eliminated during the correlation analysis
due to multicollinearity. However, since the ratios to which it was highly correlated were now being
dropped, X1 was retained for analysis.

The greatest differences found in the disclosure levels was the difference between Minimal
Disclosure and Meaningful Qualitative Disclosure. There appears to be some support for the
position, that when faced with a client that is more likely to fail, the auditor, or perhaps company
management, may insist on improved disclosure.

INTERPRETATIONS

The ANOVA reaultsindicate adifference in the populations of Group | Disclosure companies
and Groups 11, 111, and 1V Disclosure companies. The means of the ratio variables by Disclosure
Group are shownin Table4. Two of theratios, Al ( Current Assets/Total Assets) and X1 (Working
Capita/Tota Assts) are measures of short term liquidity. Ratio A1 expresses the percentage of total
assets expected to be available to meet current liabilities, while ratio X1 reduces current assets by
known current liabilities and expresses the excess current assets as a percentage of total assets.
Group | Disclosure companies are more liquid, as measured by these ratios. Group | companies have
working capital equal to 15.4% of total assets, while Groups 1, 111, and IV have 9.3%, 13.5% and
12.3% respectively. Over one-half (55.5%) of Group I's assets were Current assets whereas none
of the other groups were above 50% (47.1%, 49.1% and 47.8%).

Variable X3 (Earnings Before Interest and Taxes/Total Assets) measures current profit and
assetsusage. Thismeasure of a'return on assets' eliminates the effect on net income of both taxes
and the interest cost of financing assets. Group | firms experienced an 8.20% return using this
measure. The returns for Group 11, I11, and IV were almost half that of Group I: 4.7%, 2.2% and
4.1% respectively. The ratio of Retained Earnings/Total Assets, X2, reflects relatively long-term
profitability and accumulated earnings. Group | firms had retained earnings which averaged 11.7%
of total assets, while the other groups had negative X2 means, -12.8%, -8.1%, and -4.6%. Since the
numerator of thisratio is cumulative, the length of time the company had been operating would have
an effect on the measure.

The above analysis indicates that those firms in the sample which provided relatively more
extensive disclosure about pending or threatened litigation were not as financially sound as measured
by the ratio variables selected for this study. They appear less liquid and less profitable, both
currently and long-term. One possible explanation for some of this result is that the lower levels of
liquidity and profitability are due to the impact of accruals for the contingent liability. While this
might be afeasble explanation for the Group 1V companies, it would only explain the Group 11 and
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Group |l differences if the mgjority of the companies have made accruas which they are not
acknowledging in the notes.

SUMMARY

Thereaults of this study indicate that there are measurable differencesin financia condition
as measured by the selected financid ratios of those firmswhich had Minimal Disclosures of litigation
versus those firms which presented Meaningful Disclosures. Companies which provided relatively
more extensive disclosure about threatened or pending lawsuits were not as financially sound as
measured by the ratios selected as variables. Certain limitations should be recognized when
considering these results. This study was cross-sectional and covered only one year; reporting
patterns might differ in other periods. Moreover, judgement concerning financial soundness based on
ratio analysis should be exercised with an understanding of the risk inherent in such evaluations. In
addition, certain omitted variables such as firm size may be influencing disclosure patterns.
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MEASURING JOB SATISFACTION
OF ACCOUNTING FACULTY

CharlesHalley, Virginia Commonwealth University
Philip Olds, Virginia Commonwealth University
cholley@busnet.bus.vcu.edu

ABSTRACT

This study measured the reported relative extent of job satisfaction of a representative
national sample of college and university faculty teaching in accounting programs. Specific aspects
of job satisfaction were measured and compared with overall perceptions of satisfaction reported
by the respondents. The questionnaire included the Job Descriptive Index, demographic data, and
an overall scalefor a measure of each of the five aspects of job satisfaction. The results of this study
indicate that the Job Descriptive Index appears to provide a good measure of the job satisfaction
of accounting faculty. The index was least effective at measuring the environment aspect of job
satisfaction. In general, accounting faculty reported satisfaction with most aspects of their jobs, with
promotion opportunities and pay being areas of least satisfaction.

INTRODUCTION

The purpose of this study was to examine the results of a survey of the attitudes and work-
related satisfaction of selected accounting faculty members from a national cross section of colleges
and univerdties. The morale of accounting faculty and its potential relationship to other job-related
variables was selected for this study because many changes in the environment of higher education
have occurred in recent years, and some of the perceptions of these changes on job satisfaction have
not been reported. Some examples of these developments in higher education which potentially affect
the job satisfaction of accounting faculty include dramatic technological advances, changes in
accreditation standards, continuing budgetary limitations, increased accountability for performance,
and changes in student characteristics.

SELECTED LITERATURE

Extensive research literature exists for studies involving morale, job satisfaction and job
performance in various work environments. Many of these reported results have some relationship
to the early works of Maslow (1954) or Herzberg (1959) or Porter (1963). For example, Porter
(1963) conducted a series of studies to examine the extent to which managers perceived certain
attributes of their work situation. Subsequently, various researchers used the Porter approaches to
examine job satisfaction of diverse groups as managers, union leaders, and government employees.
Examples of these studies include Miller (1966) and Ivancevich (1969). These behaviora studies
analyzed relationships involving motivation, job satisfaction, job performance and turnover. However,
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relatively few of the studies involving these variables have specifically focused on academic
accountants.

Carpenter and Strawser (1971) combined Maslow's hierarchy of needs and Porterss
satisfaction questionnaire to measure satisfaction of accounting practitioners and accounting
educators. Their survey resultsfor 164 educators and 131 practitioners reported that the lowest level
of satisfaction related to the self-actualization need and to compensation. They reported that
academic affiliation and academic rank did not appear to be major determinants of the degree of
satisfaction or dissatisfaction.

Sdlersand Hagler (1976) reported that accounting faculty members in the southeast region
were satisfied with the degree of independence which they had in their work, with their opportunity
to influence the major decisionsin their departments, and with their compensation when compared
to other faculty within their departments. However, there was not satisfaction with the amount of
funding provided though their departments. This study reported that many factors other than work
load contributed to job satisfaction.

Campbdll et al. (1988) surveyed accounting faculty members of the Southern Business
Adminigtration Association using the Job Descriptive Index Instrument developed by Smith, Kendall,
and Hulin (1969) and which some researchers cite as providing a better measure of job satisfaction.
The purpose of their study as to examine five areas of job satisfaction, and to report the extent that
each area contributed to job satisfaction.

Smith and Plant (1982) studied fifty-one male-female matched pairs of university professors
using the job Description Index (JDI). Subjects were matched on four variables known to relate to
job satisfaction. Five dependent t test outcomes were reported, and the t tests based on the JDI
variables of work, pay and promotions were nonsignificant and the tests based on supervision and co-
workers were significant at the .05 level. Omega-squared vaues were obtained for the two significant
t tests, and the study concluded that either no significant sex differences in job satisfaction exist or
that the differences wee not psychologically meaningful.

Some of the studies of job satisfaction have reported sgnificant differences between the sexes.
Centers and Bugenta (1966) concluded that women placed more value on the social factors of work
than did men, but that men valued the opportunity for self-expression in work more than did women.
However, various other studies of job satisfaction reported no significant differences for the gender
variable (Brief and Oliver, 1976; Brief, Rose and Aldag, 1977; Weaver, 1978). Hulin and Smith
(1964) reported that gender was not as critical afactor as were severa that covaried with gender (for
example, pay and promotional opportunities).

Johnson, Smith and Tucker(1982) compared the JDI response format with afive point Likert
style format to test for internal consistency,m test-retest reliability, and convergent and discriminant
vdidities usng amultitrait-multimethod (MTMM) matrix. The JDI was described by Vroom (1964),
Robinson, Athanasiou, and Head (1969), and Price (1977) as the most carefully developed measure
of job satisfaction. The purposes of this Johnson, et. al. study were to provide added information on
the short-term stability of the JDI, to evaluate other psychometric properties of the presently used
three point scale relative to afive point Likert-style scale, and to demonstrate the useful ness of the
MTMM matrix for these comparisons. The subjects used were psychology students and the results
supported continued use of the DI in itsoriginal format since a five point Likert-type scale did not
significantly improve the stability or the capacity to distinguish among the five subscales of the JDI.
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Ward, Mosdey and Ward (1986) examined job satisfaction of professional women
accountants using a questionnaire based on the JDI. Their survey results indicated that female
accountants appeared to be relatively satisfied with all aspects of their work environment . They
indicated avery high leve of satisfaction with co-workers and supervison and a moderately high level
of satisfaction with the nature of their work. They were least satisfied with the pay and available
promotional opportunities.

Brown and Corless (1990) used the JDI to survey accountants employed in governmental
auditing positions. Their principal conclusions were that government auditors seemed to be very
satisfied with their promotion opportunities and that the women auditors were satisfied with their pay.
Both men and women were less than satisfied with supervision, co-workers, and the nature of their
work.

Severd behaviora research studies in accounting have indicated satisfaction is related to
turnover (for example, Bullen, 1982; Bullen and Flamholtz, 1985; Dillard and Ferris, 1979; Fetyko,
1972; Harrell and Stahl, 1984; Istvan and Wollman, 1976; Lammers, 1975; Loeb and Gannon, 1972,
Sorensen, 1967; Sorensen and Sorensen, 1974; White and Hellriegel, 1973). However, Aranya (1982)
reported no association between job satisfaction and turnover.

METHODOLOGY

The method used to collect data for this investigation was a survey consisting of
guestionnaires mailed to a random sample of approximately 500 college and university accounting
faculty members. The survey questionnaire included instructions for completing the Job Description
Index (JDI), one page of demographic data, and afive point Likert scale for an overall measure of
each of the five aspects of job satisfaction profiled in the JDI. The five main aspects are pay,
promotion, supervision, co-workers, and environment (general nature of work).

The Job Description Index wasiinitidly developed in 1969 and is designed to elicit the extent
of individua satisfaction concerning the work environment in five areas comprising 72 characteristics.
The validity and scoring using this index has been examined in a number of research studies. The
format of the JDI isthat of brief descriptive words or phrases to obtain responses for specific aspects
of work. The scoring system for the short descriptions is as follows: (1) Agreement (yes) responses
to positive descriptions and disagreement (no) to negative descriptions receive scores of "3"; (2)
Disagreement (no) responses to positive descriptions and agreement (yes) to negative descriptions
recelve scores of "0"; and Indecision (?) receive scores of 1. Scores are analyzed for each of the 72
characteristics by the demographic subgroups. The Likert scale was used to solicit respondents
overdl relative perception of job satisfaction and these results were correlated with the JDI scores.

ANALYSISOF RESULTS

The principal research question examined the relative extent of reported job satisfaction
reported by the responding accounting faculty. Results for each of the five aspects of work (72
individual characterigtics) were andyzed principaly using t tests related to the demographic data. The
response rate was approximately 45%. The format of the analysis was to test for significant
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differences in the scores for each of the job related categories. For example, one of the hypothesis
tested was the following:

Thereis no difference between faculty a public versus private universities/colleges regarding
the job satisfaction aspect of "supervison”. The results of this study indicate that the JDI appears to
provide a good measure of job satisfaction among accounting faculty, athough the index is least
effective at measuring the "environment" aspect of job satisfaction. The results indicate that
accounting faculty are satisfied overall with most aspects of their jobs, with pay and promotion
opportunities being aspects of least satisfaction. There are also some differing degrees of satisfaction
among the demographic subgroup comparisons but more relative agreement than disagreement.
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EXCESSCASH HELD BY BIDDING FIRMSASA
POSSIBLE SOURCE OF STOCK PRICE REACTION IN
MERGERS: AN EMPIRICAL INVESTIGATION

Niazur Rahim, Christopher Newport University
mamunr @aol.com

ABSTRACT

This paper examines the stock price reaction at the announcement of merger by companies
holding excess cash. Undistributed cash may motivate the managers of the companies to get
involved in mergers and acquisitions even when the profitabilities of these investments are suspect.
We found evidences that market inter prets mergers by firms having higher level of free cash aslow
profit projects and accordingly at the announcement of merger by these companies, their
shareholders suffer significantly negative returns. These evidences lend support to the theory that
firms tend to spend their excess cash by acquiring other companies even when the projects are not
profitable.

INTRODUCTION

Mergers and acquisitions by corporations are among the most visible signs of their
organizationa and structura changes. But these transactions also are major sources of controversy,
because benefits of mergers are still not clearly understood. Effect of mergers on the value of the
equity of the bidding and target firms have been the subject of extensive empirical research. Most
of the merger studies report significant gain by the target firms shareholders at the announcement
of merger, but the evidence regarding the effect on the stock of the acquiring firmsis not conclusive.
Mandelker(1974), Haugen and Langetieg(1975), Langetieg(1978), and Asquith(1983) found positive
but insignificant abnormal returns for shareholders of the bidding firms. On the other hand
Dodd(1980), Asquith and Kim(1982), and Dennis and McConnell(1986) report significantly negative
returns for the bidders. Eger(1983) investigated the effect of pure exchange mergers on the value
of debt and equity of target and bidding firms. In that study stocks of the bidding firms did not show
any excess returns at the announcement of mergers. Travlos(1987) did a comprehensive study by
grouping bidders according to the payment method of the merger- cash financed and stock financed.
Stockholders of the bidding firmsin cash financed mergers experienced no abnormal gains or losses,
but the results of the pure exchange mergers showed that the shareholders of the bidding firms
experienced sgnificant losses at the announcement of takeover proposal. Eckbo, Giammarino, and
Heinkel (1990) developed a model incorporating the information asymmetries between bidders and
targets to examine the effect of payment method on bidding firms shareholders in corporate
takeovers. They report that average announcement period abnormal return was significantly positive
and higher for mixed offers than all cash or all stock mergers.
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Contradictory findings may be due to the intermingling of variables or omission of some
important characteristics of the bidder itself. Failure to isolate these variables will result in samples
that are not sufficiently homogeneous, which makes the comparison between them difficult.
According to the free cash flow theory advanced by Jensen (1986), excess cash available to bidders
may be able to explain the motives of merger and market’s reaction at the announcement of an
acquisition. Free cash flow theory proposes that firms who have excess cash and who do not
digtribute it to their shareholders tend to waste their money on acquisitions which are mostly low or
negative value producing investments. Conglomerate mergers generally take place between firms
from unrelated industry groups and are undertaken when firms are looking to diversify their
operations or when the firmsjust want a place to invest their money and increase the size of the firm.
According to free cash flow theory, conglomerate will generate lower gains to the shareholders of
the bidding firms, and this negative effect will be higher for firms with higher levels of distributable
cash.

The purpose of this study is to investigate the sources of gain in amerger by examining the
level of cashflow of the participating firms. In this study we will examine the role of excess cash as
apossible source of observed stock price reactions of the bidding firmsin a merger.

DATA AND METHODOLOGY

Mergersincluded in the study occurred between 1978-1990. The sample was selected from
Mergers and Acquisition magazine where effective dates of merger and method of payments are
given. Mergers financed by combinations of cash, stock, and/or debt were not included in the sample.
Data from the Merger and Acquisition magazine were cross-checked with the information available
inthe Wall Street Journal Index(WSJI). Announcement dates of mergers were obtained from WSJI.
Acquiring and acquired firms had to be listed on the NY SE, AMEX, or OTC. Their returns from -
136 to +136 trading days relative to merger announcement date available on CRSP tapes. Firms
engaged in any kind of restructuring(e.g., other merger activities, new offerings of securities,
repurchases etc.) within six months of the announcement date, were excluded from the sample.

The relative sizes of the targets were also considered in selecting the sample. Relative size
isdefined astheratio of the book value of the assets of the target to the book value of the assets of
the bidder [Lev and Mandelker(1972)]. If atarget firmistoo small compared to acquiring firm, it
is not expected to have impact on the performance of the merged company. For our study, following
Choi and Philippatos(1983), if the relative size of the target was less than ten percent, it was excluded
from the sample. The final sample contained 265 mergers.

We grouped the mergers according to the level of free cash flow(high free cash vs. low free
cash) in the absence of any direct measure of free cash flow, we used financia “dack” asits proxy.
Financid dack, defined by Myers and Mgluf (1984) and previoudy used by Asquith and
Mulling(1986) and Bruner(1988), is inverse of the net debt ratio which is computed as follows:

Net Debt
Common Equity+Preferred Stock+Net Debt

Net Debt Ratio=
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where, net debt = total debt - (cash + cash equivaents). The net debt ratio for each firm was divided
by the industry average to get the “normalized” dlack ratio. If theratio is greater than one, the firm
is dlack poor, and if it islessthan oneit is slack rich. These ratios were calculated one year before
the merger announcement dates. In all cases, book value of the assets were used.

The mean adjusted model was employed in the analysis of the security returns. Using a
procedure similar to Jayaraman and Shastri(1988), abnormal returns and standardized abnormal
returns were calculated. The estimation period was -136 to -16 days relative to the date of
announcement date. The daily and cumulative excess returns during the test period, t=-15 to +15,
wastested for satistical significance. The null hypothesis is that the mean excess return on the event
day, which is the first public announcement day of merger, iszero. Abnormal returns were defined
as.

AR R

where A;, = abnormal return on security | on day t
Ri; = return on security | on day t
ﬁi = mean return for security |

T = number days in the estimation period
Standardized abnormal return for asecurity | on day t, SA;, , is calculated as:

SoﬂtzAnlsu

S = standard deviation of security I’ s return during the estimation period.
The test statistic Z, is calculated as:

Z, th‘/m

1
S ‘t:ﬁz A
i=1
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N = number of firmsin the sample
The cumulative abnormal return(CAR) was computed over a period of t, to t,, which isany interval
of time during the test period. The CAR for a security | between two datesis given by:

CAR-Y. A,

For asample of N securities the mean CAR is:

N
CAR, -~ CAR
vz NiZ
The standardized CAR(SCAR) was calculated as:

YA,
SCAR-—

Jo-t -1

For N number of securities, the test statistic Z for the given period was determined as:

Z, , =SCAR/N

N
SCAR:%E:SCAR
i1

In order to identify the factors which effect the abnormal returns around merger
announcement, we aso ran a cross-sectional regression with CAR around event date(t=-1 to o) and
also ( t=-1 to +1) as the dependent variable and the following factors as independent variables: 1)
method of financing, i) type of merger, iii) net debt ratio, iv) dividend payout ratio, v) growth rate
of bidder, vi) post merger change in debt ratio, and excess debt capacity. The regression equation
isgiven by:
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CAR ’tlytzza+lel+b2D2+b3X3+b4X4+b5X5+b6X6+b7X7+ei

Among the independent variables, D, and D, are dummy variables. D,= 1 if merger is
financed by cash, zero if not. D, = 1if merger is conglomerate, zero if not. Variable X; isthe pre-
merger net debt ratio of the bidding firm. Net debt ratio and ‘slack’ are inversely related, i.e., higher
net debt ratio means lower level of free cash. Higher dividend payout ratio(X,) reduces the level of
cash at the discretion of corporate managers. So, following the argument of free cash flow theory
higher payout ratio is expected to be associated with higher cumulative returns. For our study we
calculated the dividend payout ratios of the bidder for two years prior to the merger announcement
and averaged them. Growth rate of acquiring firms,

X5 was calculated as the growth in stock price over two years prior to the merger. Merger
by a growth company was expected to be a value producing transaction. Variable X is the post-
merger changein debt ratio. If leverage is expected to increase in the post merger period, it will force
the managers to commit the cash flow to debt servicing. This would reduce the discretionary cash
available to debt servicing. Excess debt capacity X, was calculated by subtracting the debt ratio of
the industry of the bidder from the pre-merger combined debt ratio of the bidder and target, which
was the sum of the tota debt of the combined firms divided by their total assets. This was estimated
two years prior to the merger announcement date. Excess debt capacity could be an indicator of
higher liquidity.

EMPIRICAL RESULTS

Tables 1-7 report the abnormal returns earned by stockholders of the bidding firms around
the merger announcement date. Results for the low and high free cash flow bidders are given in
tables 1 and 2. For low free cash bidders, SAR is negative on the announcement day(Table 1) but
itisnot ggnificant. For bidders with high levels of free cash(Table 2), SAR on day t=-1 and t=0 are
-0.20(Z=-2.38) and -0.29(Z= -3.44) respectively. They are significant at .02 and .01 level.
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Table 1

Daily Average Standardized Abnormal Returns (SAR) and Standardized Cumulative Abnormal Returns (SCAR) of
Bidding firms (N=127) having lower level of free cash, from 15 days before and 15 days after the merger
announcement (day zero) date.

Day SAR% z SCAR% z
-15 0.05 0.59 0.05 0.59
-14 0.09 0.99 0.10 111
-13 -0.06 -0.65 0.05 0.54
-12 0.06 0.65 0.07 0.79
11 -0.08 -0.95 0.02 0.28
-10 -0.16 -1.79 -0.04 -0.48
-9 -0.09 -1.07 -0.07 -0.84
-8 0.04 0.50 -0.05 -0.61
-7 -0.11 -1.22 -0.09 -0.98
-6 -0.08 -0.95 -0.11 -1.23
-5 0.04 0.44 -0.09 -1.05
-4 0.09 1.01 -0.06 -0.71
-3 -0.03 -0.29 -0.07 -0.76
-2 0.06 0.65 -0.05 -0.56
-1 -0.35 -3.89 -0.14 -1.55
0 -0.06 -0.71 -0.51 -1.68
+1 -0.16 -1.81 -0.18 -2.06
+2 0.13 1.44 -0.15 -1.67
+3 0.01 0.11 -0.14 -1.60
+4 0.21 2.38 -0.09 -1.03
+5 -0.001 -0.01 -0.09 -1.01
+6 -0.05 -0.14 -0.09 -1.01
+7 -0.04 0.40 -0.08 -0.91
+8 -0.01 -0.15 -0.08 -0.92
+9 -0.07 -0.83 -0.09 -1.07
+10 -0.03 -0.39 -0.10 -1.12
+11 0.16 1.84 -0.07 -0.75
+12 -0.13 -1.49 -0.09 -1.02
+13 0.12 1.41 -0.07 -0.74
+14 0.12 1.35 -0.04 -0.48
+15 0.02 0.18 -0.04 -0.44
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Table 2

Daily Average Standardized Abnormal Returns (SAR) and Standardized Cumulative Abnormal Returns (SCAR) of
Bidding firms (N=138) having lower level of free cash, from 15 days before and 15 days after the merger
announcement (day zero) date.

Day SAR% z SCAR% z
-15 0.05 0.61 0.05 0.61
-14 0.07 0.85 0.09 1.03
-13 -0.08 -0.88 0.03 0.33
-12 -0.02 -0.19 0.02 0.19
-11 -0.06 -0.67 -0.01 -0.13
-10 0.14 1.66 0.05 0.56
-9 -0.05 -0.61 0.02 0.29
-8 0.07 0.79 0.05 0.55
-7 0.03 0.31 0.05 0.62
-6 -0.05 -0.61 0.03 0.39
-5 0.10 1.16 0.06 0.73
-4 -0.21 -2.52 -0.002 -0.03
-3 0.04 0.46 0.01 0.10
-2 0.03 0.31 0.02 0.18
-1 -0.20 -2.38** -0.04 -0.44
0 -0.29 -3.44 % -0.11 -1.29
+1 0.01 0.15 -0.10 -1.21
+2 0.14 1.62 0.07 -0.80
+3 0.04 0.44 -0.06 -0.68
+4 -0.14 -1.59 -0.09 -1.02
+5 0.07 0.85 -0.07 -0.81
+6 -0.05 -0.60 -0.08 -0.91
+7 -0.04 -0.41 -0.08 -0.98
+8 -0.06 -0.73 -0.09 -1.11
+9 -0.06 -0.70 -0.10 -1.22
+10 0.22 2,55 -0.06 -0.70
+11 -0.004 -0.05 -0.06 -0.70
+12 0.07 0.83 -0.04 -0.53
+13 0.19 2.31 -0.01 -0.09
+14 0.06 0.67 0.002 0.04
+15 0.02 0.31 0.01 0.09

***Significant at .01 level
**Significant at .05 level
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When methods of financing and levels of free cash are considered together, it is found that
in cash financed mergers, bidders with high free cash(Table 3) earn positive but insignificant abnormal
returns during the period t= -3 to t= +3. SCARS for the portfolio are positive from t=-15to t = +15.
For high free cash bidders in stock financed mergers(Table 4), SAR on t= -1 is-0.52(Z= -4.06) and
ont=0itis-0.69(Z=-5.31). Both are significant at .01 level. Abnormal returns earned by low free
cash bidders in stock financed mergers(Table 5) are also negative but the losses are lower than the
high free cash bidders with same method of payment. We conclude that stock financing does not
lower the agency cost of free cash, so stock financing by high free cash bidder is viewed more
negatively than stock financing by cash poor bidders.
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Table3

Daily Average Standardized Abnormal Returns (SAR) and Standardized Cumulative Abnormal Returns (SCAR) of
Bidding firms (N=78) having higher level of free cash, in cash financed mergers, from 15 days before and 15 days after
the merger announcement (day zero) date.

Day SAR% z SCAR% z
-15 0.09 0.77 0.09 0.77
-14 0.01 0.08 0.07 0.60
-13 -0.01 -0.07 0.05 0.45
-12 0.08 0.73 0.09 0.75
-11 0.12 1.04 0.13 1.13
-10 0.09 0.82 0.16 1.37
-9 -0.13 -1.12 0.10 0.85
-8 0.09 0.83 0.12 1.09
-7 -0.08 -0.68 0.09 0.80
-6 -0.03 -0.29 0.08 0.67
-5 -0.01 -0.10 0.07 0.60
-4 -0.16 -1.39 0.02 0.18
-3 0.10 0.87 0.05 0.41
-2 0.03 0.26 0.05 0.47
-1 0.05 0.40 0.06 0.55
0 0.01 0.07 0.06 0.55
+1 0.19 1.70 0.11 0.95
+2 0.26 2.33 0.17 1.47
+3 0.13 1.14 0.19 1.70
+4 -0.04 -0.32 0.18 1.58
+5 0.27 2.42 0.23 2.07
+6 -0.11 -0.96 0.21 1.82
+7 -0.09 -0.76 0.18 1.62
+8 -0.07 -0.61 0.17 1.46
+9 0.05 0.47 0.17 1.53
+10 0.35 3.12 0.24 2.11
+11 0.05 0.42 0.24 2.15
+12 0.08 0.70 0.25 2.24
+13 0.26 2.25 0.30 2.62
+14 0.19 1.67 0.33 2.88
+15 0.11 1.00 0.34 3.01
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Table4

Daily Average Standardized Abnormal Returns (SAR) and Standardized Cumulative Abnormal
Returns (SCAR) of Bidding firms (N=60) having lower level of free cash, in stock financed mergers,
from 15 days before and 15 days after the merger announcement (day zero) date.

Day SAR% z SCAR% z
-15 0.01 0.05 0.01 0.01
-14 0.16 1.20 0.11 0.88
-13 -0.16 -1.26 -0.001 -0.01
-12 -0.15 -1.13 -0.07 -0.57
-11 -0.29 -2.21 -0.19 -1.50
-10 0.20 1.58 -0.09 -0.72
-9 0.05 0.36 -0.07 -0.53
-8 0.03 0.25 -0.05 -0.41
-7 0.16 1.25 0.004 0.03
-6 -0.08 -0.60 -0.02 -0.16
-5 0.24 1.88 0.05 0.41
-4 -0.29 -2.24 -0.03 -0.25
-3 -0.04 -0.30 -0.04 -0.32
-2 0.02 0.18 -0.03 -0.26
-1 -0.52 -4,06*** -0.17 -1.30
0 -0.69 -5.31x** -0.33 -2.57
+1 0.22 -1.71 -0.38 -2.92
+2 -0.03 -0.21 -0.37 -2.89
+3 -0.08 -0.64 -0.38 -2.96
+4 -0.26 -2.05 -0.43 -3.34
+5 -0.19 -1.47 -0.46 -3.58
+6 0.02 0.19 -0.45 -3.46
+7 0.03 0.24 -0.43 -3.33
+8 -0.05 -0.41 -0.43 -3.35
+9 -0.21 -1.59 -0.46 -3.60
+10 0.04 0.32 -0.45 -3.46
+11 -0.07 -0.55 -0.45 -351
+12 0.06 -0.47 -0.43 -3.35
+13 0.12 0.93 -0.40 -3.12
+14 -0.11 -0.89 -0.42 -3.23
+15 -0.09 -0.67 -0.43 -3.30
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Table5

Daily Average Standardized Abnormal Returns (SAR) and Standardized Cumulative Abnormal
Returns (SCAR) of Bidding firms (N=46) having lower level of free cash, from 15 days before and
15 days after the merger announcement (day zero) date.

Day SAR% z SCAR% z
-15 0.02 0.12 0.02 0.12
-14 -0.02 -0.17 -0.004 -0.03
-13 -0.29 -1.95 -0.17 -1.15
-12 -0.12 -0.84 -0.21 -1.42
-11 -0.06 -0.39 -0.21 -1.44
-10 -0.18 -1.20 -0.27 -1.82
-9 -0.23 -1.58 -0.33 -2.27
-8 -0.01 -0.07 -0.32 -2.15
-7 -0.02 -0.12 -0.30 -2.07
-6 -0.002 -0.01 -0.29 -1.96
5 0.17 1.15 -0.22 -1.52
-4 0.20 1.32 -0.16 -1.08
-3 -0.07 -0.46 -0.17 -1.16
-2 0.17 1.18 -0.12 -0.80
-1 -0.36 244 -0.21 -1.41
0 -0.46 -3.00%** -0.31 -2.13
+1 -0.43 -2.90 -0.41 2,77
+2 -0.06 -0.43 -0.41 -2.79
+3 -0.08 -0.52 -0.42 -2.84
+4 0.07 0.49 -0.39 -2.66
+5 -0.20 -1.33 -0.43 -2.88
+6 0.18 1.25 -0.38 -2.55
+7 0.11 0.72 -0.35 -2.34
+8 -0.15 -1.00 -0.37 -2.50
+9 -0.12 -0.84 -0.39 -2.62
+10 -0.12 -0.81 -0.40 -2.73
+11 -0.08 -0.57 -0.41 -2.78
+12 -0.11 -0.75 -0.42 -2.88
+13 0.08 0.56 -0.40 2,72
+14 0.18 1.23 -0.36 -2.45
+15 -0.22 -1.15 -0.39 -2.67

***Significant at .01 level
**Significant at .02 level
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We a0 grouped the mergers by their type and levels of free cash. For high free cash bidders
in conglomerate mergers(Table 6), SAR=-0.26 and on day t= -1, which is significant at .05 leved (Z=
-2.24). On day t=0, SAR=-0.64, significant at .01 level(Z= -5.56). SCARS are negative from t=0
to t= +15. For high free cash non-conglomerate bidders(Table 7), SAR=-0.14 on day t= -1, but it
is not statistically significant. On days t=0 to t=+2, SARS are positive but not significant. This
supports the predictions of the free cash flow theory that conglomerate mergers for high free cash
bidders are generally low benefit acquisitions.

Table 6

Daily Average Standardized Abnormal Returns (SAR) and Standardized Cumulative Abnormal Returns (SCAR) of
Bidding firms (N=76) having higher level of free cash, in conglomerate mergers, from 15 days after the merger
announcement (day zero) date.

Day SAR% z SCAR% z
-15 -0.02 -0.22 -0.02 -0.22
-14 0.09 0.82 0.05 0.43
-13 -0.07 -0.64 -0.002 -0.02
-12 0.01 0.08 0.003 0.02
11 -0.07 -0.57 -0.03 -0.24
-10 0.13 115 0.03 0.26
-9 -0.17 -1.48 -0.04 -0.32
-8 -0.06 -0.50 -0.06 -0.48
-7 -0.03 -0.30 -0.06 -0.55
-6 -0.01 -0.12 -0.06 -0.56
-5 0.11 1.00 -0.03 -0.23
-4 -0.24 -2.13 -0.10 -0.84
-3 -0.03 -0.27 -0.10 -0.88
-2 -0.01 -0.06 -0.10 -0.86
-1 -0.26 -2.24%% -0.16 -1.41
0 -0.64 -5.56%** -0.32 -2.76
+1 0.02 0.17 -0.30 -2.64
+2 0.02 0.15 -0.30 -2.53
+3 0.15 1.32 -0.25 -2.16
+4 -0.14 -1.24 -0.27 -2.38
+5 0.13 111 -0.24 -2.08
+6 -0.01 -0.07 -0.23 -2.05
+7 -0.12 -1.05 -0.26 -2.22
+8 -0.03 -0.30 -0.26 -2.24
+9 -0.15 -1.34 -0.28 -2.46
+10 0.12 1.04 -0.25 -2.21
+11 -0.02 -0.18 -0.25 -2.20
+12 -0.06 -0.52 -0.26 -2.26
+13 0.14 1.20 -0.23 -2.00
+14 0.07 0.62 -0.21 -1.85
+15 0.08 0.66 -0.20 171

***Ggnificant at .01 level
**Significant at .05 level

Proceedings of the Academy of Accounting and Financial Studies, Volume 3, Number 2 Las Vegas, 1998



Allied Academies International Conference page 34

Table7

Daily Average Standardized Abnormal Returns (SAR) and Standardized Cumulative Abnormal Returns (SCAR) of
Bidding firms (N=62) having higher level of free cash, in non conglomerate mergers, from 15 days before and 15 days
after the merger announcement (day zero) date.

Day SAR% z SCAR% z
-15 0.15 114 0.15 114
-14 0.05 0.36 0.14 1.06
-13 -0.08 -0.61 0.07 0.52
-12 -0.05 -0.38 0.03 0.26
11 -0.05 1.20 0.01 0.07
-10 0.15 0.74 0.07 055
-9 0.09 1.74 0.10 0.79
-8 0.22 0.79 0.17 1.35
-7 0.10 -0.78 0.20 154
-6 -0.10 0.63 0.15 1.21
-5 0.08 -1.40 0.17 1.35
-4 -0.18 0.98 0.11 0.88
-3 0.12 0.54 0.14 112
-2 0.07 -1.07 0.16 1.22
-1 -0.14 1.02 0.12 0.91
0 0.13 0.03 0.14 1.13
+1 0.004 2.25 0.14 111
+2 0.29 -0.80 0.20 1.61
+3 -0.10 -1.00 0.18 1.38
+4 -0.13 0.04 0.14 112
+5 0.01 -0.82 0.14 1.10
+6 -0.10 0.55 0.11 0.90
+7 0.07 -0.75 0.13 1.00
+8 -0.09 0.44 0.10 0.83
+9 0.06 2.66 0.11 0.90
+10 0.34 0.13 0.18 1.40
+11 0.02 1.82 0.18 1.40
+12 0.23 211 0.22 1.72
+13 0.27 0.32 0.21 2.08
+14 0.04 -0.27 0.27 211
+15 -0.03 -0.67 0.26 2.02

To further investigate the price effect of merger announcement on the stock price of the
acquiring company, we ran two cross sectiona regressions. one with cumulative abnormal return
(CAR) from day t=-1 to t=+1, and another with CAR from t=-1 to t=0 as dependent variable. The
results of the regression are reported in table 8. Regression 1(CAR from t=-1 to t=+1) indicate that
the only significant variables are financing method and net debt ratio. The coefficient of dummy
variable representing cash financing is significantly positive. The coefficient of net debt ratio(b,) is
significantly negative at .05 level(Z=-2.16). Higher net debt ratio implies lower cash position. When
these two results are considered in combination, it supports the postul ates of free cash flow theory
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that cash financing by low liquidity firms is viewed as negative, while cash financing by firms with
excess cash results in non-negative returns. When we regressed CAR from t=-1 to t=0, only the
financing variable was found to be significant.

Table 8
Results of Regression of Cumulative Abnormal Return on the Method of Financing, Type of Merger, Net Debt Ratio, Growth of
Bidder, Dividend Payout Ratio, and Post-Merger Change in Leverage. In Regression 1, CAR is Calculated for Days -1 to +1, and
in Regression 2, it is Calculated from Days -1 to 0 Relative to the Announcement Date.

CAR=a+b,D, + b,D, + bX; + b, X, + beX; + bXs + b, X,

a b, b, b, b, by b b, RR F PRF

Regresson1:  -.02 03 002 -008  -001 -001 -001 -001 .085 344 .001
(294 (434)**  (-37) (217 (-7 (-55) (-55) (-75)

Regresson2  -.02 02 003 -005  -001 -001 -001 -0008 .051 198 .057
(275  (329** (-43) (-132) (-51) (-66) (-05) (-51)

** Significant at .01 level
* Significant at .05 level

CONCLUSION

The purpose of this study was to examine whether excess cash at the hands of the managers
of the acquiring firms affects the stock price reaction on around the merger announcement date. Free
cash flow theory postulates that when a firm has higher level of undistributed cash, there is arelatively
higher probability that they will be less careful in selecting their acquisitions and the cash will be
invested in low profit projects.

We grouped the mergers by the levels of excess of bidders. Abnormal return for low free cash
bidders was not significant on the announcement date, but for bidders with excess cash, abnormal
returns were sgnificantly negative one day before the announcement and on the announcement date.

Cash financing reduces cash while stock financing does not. To study the agency problem
of free cash, we compared excess return earned in stock financed mergers by high and low free cash
bidders. Though abnormal returns are negative in both cases, losses for high free cash bidders are
higher.

Free cash flow theory suggests that mergers between unrelated businesses are low benefit
transactions. Since conglomerate mergersfit this description, we examined their equity returns at the
announcement of merger. In conglomerate mergers, for bidders with excess cash, abnormal returns
on days t=-1 and t=0 were found to be significantly negative at .05 and .01 level respectively. But
for non-conglomerates with excess cash, return on day t=0 was positive but statistically insignificant.

In the cross-sectional regression with cumulative abnormal return from day -1 to +1 asthe
dependent variable, coefficients of the method of payment and pre-merger net debt ratio were found
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to be significant. The coefficient by cash financing is positive. The coefficient of net debt ratio is
negative.

The above findings lend support to the predictions of free cash flow theory. It indicates that
excess cash may motivate managers to seek external growth for the sake of growth in size only.
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ABSTRACT

This study examines the correlation between stock price reaction at the announcement of
merger and the post merger operating performance of the merged companies. In case of stock
financed mergers the findings lend support that equity returns around merger announcement are
indicators of future profitability of merged companies. For the total sample we observed decline
in all of the accounting measures in the post merger period, but none of these changes were
statistically significant.

INTRODUCTION

Most of the merger studies used change in stock prices around the merger announcement date
as achange in stockholders wedlth and aso as a measure of the efficiency of the merger. Thisisthe
traditional approach. But measurement of “wealth” by changes in stock prices around the
announcement date may be flawed. Stock price around the announcement date may go up or down
just because of signaling conveyed by the merger without any permanent change in the value or
efficiency of the company. According to Scherer(1988) and Caves(1989), real consequences of
merger may be difficult to measure by stock market reaction only. In order to fully investigate the
consequences of merger, we propose to study the changes in shareholders wealth by studying the
changes in stock price in conjunction the study of subsequent changes in operating performance.

DATA AND METHODOLOGY

In our study we use the following variables which typically measure the operating efficiency.
All variables will be estimated for year -1 reldive to the announcement date, and for years +1 and +2
relative to the effective date of merger.

1. Ratio of Operating Cash Flow to Sales: Thisisthe ratio EBITDA (Earnings Before Interest
Taxes, Depreciation and Amortization). EBITDA is calculated as net sales minus costs of
goods sold and other operating expenses(before depreciation).
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2. Ratio of Operating Profit to Total Assets: We will use book value of assets for our
calculation. Some researchers argue that book value may go up just because of the way
merger accounting is done, for example pooling vs. purchase. To avoid this problem,
following a procedure similar to Opler and Weston(1991), we will determine the post-merger
assets by adding post-merger capital expenditures and increase in networking capital to the
pre-merger book value of the total assets of the merging firms.

3. Asset Turnover: It istheratio of salesto total assets. This ratio measures asset utilization.
A high post merger ratio will indicate efficient utilization of assets, and a low ratio will
indicate inefficiency or idle capacity.

All cash flow variables are measured before taxes. Accounting method(purchase vs. pooling)
and financing method affect the taxes to be paid. So the use of pre-tax cash flow will help reduce the
effect.

Mergersincluded in the study occurred between 1978-1990. The sample was selected from
Mergers and Acquisition magazine where effective dates of merger and method of payments are
given. Mergers financed by combinations of cash, stock, and/or debt were not included in the sample.
Data from the Merger and Acquisition magazine were cross-checked with the information available
inthe Wall Street Journal Index(WSJI). Announcement dates of mergers were obtained from WSJI.
During the two years after the merger, some of the bidders were themselves taken over or filed for
bankruptcy, and some went private. They were excluded from the sample. Some bidders were
involved in multiple mergers during our study period. Since we collected accounting data over two
years after the merger, any firm engaged in merger within three years of the previous acquisitions was
excluded from the sample. Our final sample contains atotal of 90 mergers.

Accounting data were collected from Moody’s Industridl Manual. Data for capital
expenditure and changes in net working capital were obtained from 10K and annual reports filed with
SEC. Inthisstudy we measured the percentage change in the accounting variables mentioned from
one year before the merger announcement(year -1) to years +1 and +2 after the merger completion
date. Following Kaplan(1989), the pre- and post-merger accounting measures were adjusted for
industry effects. Industry data were collected from Robert Morris AssociatestRMA) financia
statistics. Significance of the change was estimated by a two-tailed t-test, where the test statistic is:

t= \/W Mean percentage change
standard deviation of change

where, N = number of observations.
To examine whether stock price reactions around merger announcements reflect the post

merger performance of the company, the accounting variables were regressed on the cumulative
excess return(CAR) over days -1 to O, where t = 0 is the merger announcement date:

Y=A+B(CAR o)
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hereY, isapost merger accounting variable. The CAR for a security between two datesis given by
the sum of daily abnormal returns during the period:

CAR-Y. A,

Abnormal return A, ; is defined as:

Ai,t:Ri,t_Ri

where, R = return on a security on day t, R = mean return for the security.
For asample of N securities the mean CAR is:

1 i=N
CAR[PE:W; CAR

The regression was repeated for each accounting variable for each of the two post merger years.
Significance was tested by atwo-tailed t-test. Sinceit is postulated that cash rich firms tend to waste
their money on low or negative value acquisitions] Jensen (1986)], we attempted to investigate the
relationship between post-merger operating performance and pre-merger excess cash or ‘slack’ of
the bidder. In the absence of any direct measure of free cash flow, we used financial “dack” as
defined by Myersand Mgluf(1984). Sack is defined as the inverse of net debt ratio where net debt
ratio is computed as follows:

net debt
common equity+preferred stock+net debt

Net debt ratio=

Net debt = total debt -(cash + cash equivalents). We will run this following cross-sectional
regression:

Y, =A,+B,(dack)

where Y, is the post merger performance measured by any of the three accounting variables
mentioned before. Thisregression was repeated for each variable and each of the two post-merger
years.
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EMPIRICAL RESULTS

Table 1 shows the percentage change in operating cash flow over sales. We report both
unadjusted and industry adjusted changes. Except for non-conglomerate mergers, al other samples
experienced a decline in their operating margin. Industry adjusted changes for non-conglomerates
are positive but nonsignificant from year -1to +1. Changes from year -1 to +2 are positive (17.87%)
and significant at 0.05 level.

Table 1

Percentage Change in Operating Cash Flow Over
Sdesfor the Years-1to+1 and -1 to +2
Relative to the Y ear of Announcement.
Figures in the Parenthesis are Adjusted
for the Change in the Industry Average

Merger Sample N -1to+1 t -1to+2 t
Total Sample 90 1.8% 0.28 5.3% 0.96

(-1.46%) | (-0.17) (-1.04%) | (-0.11)

Cash Financed 62 -0.05% | -0.06 6.4% 0.91
(-5.98%) | (-0.52) (-6.65%) | (-0.53)

Stock Financed 28 -7.16% -1.08 2.9% 0.33
(-8.53%) | (-0.77) (- (-1.02)

Conglomerate 41 -5.28% -0.61 -2.4% -0.34
(- (-0.86) (- (-1.36)

Non-conglomer ate 49 7.8% 0.84 11.8% 143

(8.45%) | (0.95) (17.87%) | (2.17)

Low Free Cash 38 8.42% 0.80 6.61% 0.71
(1.7%) (0.10) (-7.25%) | (-0.41)

High Free Cash 52 2.95% | -0.36 4.3% 0.64
(-3.78%) | (-0.40) (358%) | (0.38)

Percentage change in total asset turnover(Table 2) is negative for both time intervals for al
samples. For the total sample and for stock financed mergers, these changes are significant at .05
during these periods. In case of low and high free cash firms, these changes are significant at .10
level, and for cash financed sample and conglomerate mergers, changes are not statistically significant.
Non-conglomerate mergers shows most decline, where changes are significant at .01 level.
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Table 2

Percentage Change in Total Asset Turnover for the
Years-1to+1and-1to +2
Relative to the Y ear of Announcement.

Figures in the Parenthesis are Adjusted for the

Change in the Industry Average

Merger Sample N -1to+1 t -1to+2 t
Total Sample 90 -6.06% -2.37 -6.04% -1.91
(-7.59%) | (-2.65)** (-8.67%) | (-2.53)**
Cash Financed 62 -2.93% -0.90 -2.96% -0.73
(-5.01%) | (-1.41) (-3.04%) | (-0.74)
Stock Financed 28 -12.99% -3.45 -12.74% -2.67
(- (-2.85)** (- (-3.67)**
Conglomerate 41 -0.03% -0.09 1.25% 0.26
(-0.95%) | (0.22) (-0.06%) | (-0.01)
Non-conglomer ate 49 -10.85% -3.16 -12.26% -3.02
(- (-4.08)*** | (- (-3.55)**
Low Free Cash 38 -5.09% -1.2 -4.24% -0.81
(-8.59%) (-2.08)* (- (-1.84)*
High Free Cash 52 -6.76% -2.11 -71.371% -1.87
(-6.86%) | (-1.73)* (-7.3%) (-1.72)*

***Ggnificant at .01 level
**Significant at .05 level
*Significant at .10 level

Industry adjusted changes in operating cash flow over assets are negative in al cases(Table
3), but they are Sgnificant only in period -1 to +2 for conglomerates(.05 level) and for low free cash

bidder(.10 level).
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Table3

Percentage Change in Operating Cash Flow
Over Total Asset -1to+1 and -1to +2
Relative to the Y ear of Announcement.
Figures in the Parenthesis are Adjusted

for the Change in the Industry Average

Merger Sample N -1to+1 t -1to+2 t
Total Sample 90 -0.07% -0.11 -3.39% -0.60
(-4.33%) (-0.47) (-7.04%) | (-0.70)
Cash Financed 62 1.78% -0.19 0.14% 0.01
(-3.88%) (-0.32) (-6.95%) | (-0.51)
Stock Financed 28 -6.36% -0.94 -10.93% -1.45
(-5.34%) (-0.40) (-7.25%) | (-0.65%)
Conglomerate 41 -1.84% -0.21 -1.76% -0.20
(-7.95%) (-0.48) (- (-1.98)**
Non-conglomer ate 49 0.15% 0.01 -4.8% -0.63
(-1.3%) (-0.13) (3.3%) (0.40)
Low Free Cash 38 8.69% 0.71 -3.3% -0.36
(-3.04%) (-0.17) (- (-1.78)*
High Free Cash 52 -7.66% -1.07 -3.44% -(0.48)
(-5.28%) (-0.55) (-0.47%) | (-0.05)

***Ggnificant at .01 level
**Significant at .05 level
*Significant at .10 level

To understand and investigate the relationship between accounting variables and equity return
around the merger announcement, we ran a series of cross-sectional regressions with a two day(day
-1 to O relative to the announcement day) cumulative abnormal return(CAR) as the independent
variable. Each of the accounting variables were regressed at a time. For the total sample we
observed a positive correlation(Table 4), but none of it is statistically significant. Accounting
variables were aso regressed on the net debt ratio as the as the independent variable. Again, the

correlations were found to be non significant.
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Table4

Results of the Regression Analysis for the Total Sample
Figures in the Parenthesis are t-values

A. Cumulative Abnormal Return (CAR) from day -1 to 0 as the Independent Variable
Dependent Variable Period [ntercept Coefficient
Percentage Change in Operating Margin -lto+1 0.001 1.42 (0.73)
-1to +2 0.001 1.02 (0.49)
Percentage Change in Asset Turnover -lto+1 -0.07 0.67 (1.04)
-1to +2 -0.08 0.93 (1.22)
Percentage Change in Operating Cash Over Asset -lto+1 -0.02 2.36 (1.15)
-1to +2 -0.05 1.25 (0.55)
B. Pre-Merger Net Debt Ratio as the Independent Variable
Dependent Variable Period [ ntercept Coefficient
Percentage Change in Operating Margin -lto+1 -0.06 0.11 (0.23)
-1to +2 -0.12 0.25 (0.52)
Percentage Change in Asset Turnover -lto+1 -0.02 -0.13 (-0.87)
-1to +2 -0.04 -0.11 (-0.58)
Percentage Change in Operating Cash Over Asset -lto+1 -0.10 0.12 (0.25)
-1to +2 -0.10 0.08 (0.15)

The same series of regressions were run by stratifying the sample into severa homogeneous
groups. For cash financed mergers we could not detect any meaningful relationship between post-
merger accounting performance and the CAR or net debt ratio(Table 5). For the stock financed
mergers(Table 6), for period one, two the accounting variables are found to have significant
correlation(.01 level) with CAR. CAR for the bidders in stock financed mergers are reported to be
negative by Travlos(1987). This finding indicates that abnormal return around stock financed
mergers may be able to forecast the post-merger profitability of the merged companies. Relationship
between free cash and change in operating margin is significant at .10 level for period one.
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Tableb

Results of the Regression Analysis for Cash Financed Mergers
Figures in the Parenthesis are t-values

A. Cumulative Abnormal Return (CAR) from day -1 to 0 as the Independent Variable
Dependent Variable Period [ ntercept Coefficient
Percentage Change in Operating Margin -lto+1 -0.06 -0.07 (-.03)
-1to+2 -0.07 -0.004(-0.002)
Percentage Change in Asset Turnover -lto+1 -0.05 -0.05 (-0.07)
-1to+2 -0.03 0.13 (0.14)
Percentage Change in Operating Cash Over Asset -lto+1 -0.03 0.39 (0.15)
-1to+2 -0.07 -0.06 (-0.02)
B. Pre-Merger Net Debt Ratio as the Independent Variable
Dependent Variable Period [ ntercept Coefficient
Percentage Change in Operating Margin -lto+1 0.09 -0.35 (-0.54)
-1to+2 -0.05 -0.04 (-0.14)
Percentage Change in Asset Turnover -lto+1 0.03 -0.18 (-0.86)
-1to+2 0.001 -0.07 (-0.30)
Percentage Change in Operating Cash Over Asset -lto+1 011 -0.34(-0.50)
-1to+2 0.04 -0.25(-0.31)
Table 6

Results of the Regression Analysis for Stock Financed Mergers
Figures in the Parenthesis are t-values

A. Cumulative Abnormal Return (CAR) from day -1 to 0 as the Independent Variable

Dependent Variable Period [ ntercept Coefficient

Percentage Change in Operating Margin -lto+1 0.25 6.69 (2.79)***
-1to +2 0.24 5.26 (2.09)**

Percentage Change in Asset Turnover -lto+1 -0.09 1.68 (1.51)
-1to +2 -0.17 1.70 (1.27)

Percentage Change in Operating Cash Over Asset -lto+1 0.14 7.72 (2.61)***
-1to +2 0.05 4.82 (1.85)*
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B. Pre-Merger Net Debt Ratio as the Independent Variable
Dependent Variable Period [ ntercept Coefficient
Percentage Change in Operating Margin -lto+1 -0.26 -0.90 (1.84)*
-1to+2 -0.20 -0.82 (1.66)*
Percentage Change in Asset Turnover -lto+1 -0.08 -0.14 (-0.65)
-1to+2 -0.09 -0.30 (-1.17)
Percentage Change in Operating Cash Over Asset -lto+1 -0.36 0.79 (1.29)
-1to+2 -0.28 0.45 (1.06)

No sgnificant relationship could be detected in cases of conglomerate mergers(Table 7), but
for non-conglomerates (Table 8) the independent variables are found to have significant relationship
with asset turnover(.01 level) and operating margin on asset(.10 level). Relationship net debt ratio
IS negative and significant for asset turnover ratio.

Table7

Results of the Regression Analysis for Conglomerate Mergers
Figures in the Parenthesis are t-values

A. Cumulative Abnormal Return (CAR) from day -1 to 0 as the Independent Variable
Dependent Variable Period [ ntercept Coefficient
Percentage Change in Operating Margin -lto+1 -0.13 0.05 (0.02)
-1to+2 -0.23 -0.17(-0.04)
Percentage Change in Asset Turnover -lto+1 0.006 -0.18 (-0.19)
-1to+2 -0.01 -0.90 (-0.82)
Percentage Change in Operating Cash Over Asset -lto+1 -0.08 -0.04 (-0.01)
-1to+2 -0.22 -1.49 (-0.34)
B. Pre-Merger Net Debt Ratio as the Independent Variable
Dependent Variable Period [ ntercept Coefficient
Percentage Change in Operating Margin -lto+1 -0.54 0.96 (1.13)
-1to+2 -0.42 0.45 (0.48)
Percentage Change in Asset Turnover -lto+1 -0.10 0.27 (1.16)
-1to+2 -0.19 0.45 (1.68)*
Percentage Change in Operating Cash Over Asset -lto+1 -0.59 1.21 (1.36)
-1to+2 -0.53 0.80 (0.75)
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Table 8

Results of the Regression Analysis for Non-Conglomerate Mergers
Figures in the Parenthesis are t-values

A. Cumulative Abnormal Return (CAR) from day -1 to 0 as the Independent Variable
Dependent Variable Period [ ntercept Coefficient
Percentage Change in Operating Margin -lto+1 0.09 1.97 (0.94)
-1to+2 0.18 0.71 (0.37)
Percentage Change in Asset Turnover -lto+1 -0.14 2.10 (2.63)***
-1to +2 -0.14 3.31 (3.50)***
Percentage Change in Operating Cash Over Asset -lto+1 0.01 4.53 (1.98)**
-1to+2 0.05 3.11 (1.67)*
B. Pre-Merger Net Debt Ratio as the Independent Variable
Dependent Variable Period [ ntercept Coefficient
Percentage Change in Operating Margin -lto+1 0.30 -0.50 (-1.11)
-1to+2 0.12 0.14 (0.33)
Percentage Change in Asset Turnover -lto+1 0.03 -0.42(-2.43)**
-1to+2 0.06 -0.53 (-2.41)"
Percentage Change in Operating Cash Over Asset -lto+1 0.26 -0.66 (-1.30)
-1to+2 0.21 -0.44 (-1.05)

***Ggnificant at .01 level
**Significant at .05 level
*Significant at .10 level

CONCLUSION

The evidence presented in this paper attempts to identify the relationship between equity
return around merger announcement and post merger accounting variables. 1n case of stock financed
mergers the findings lend support that equity returns may be an indicator of future profitability of
merged companies. For thetota sample we observed adeclinein al of the accounting measuresin
the post merger period. But none of these changes were statistically significant. Two other studies
that examined the relationship between stock price reaction and accounting performance are by Opler
and Weston(1991) and Healy, Palepu, and Ruback(1992). Opler and Weston used Spearman Rank
Correlation and found a positive relationship between accounting performance and equity return. But
their study did not use a homogeneous sample. So the effect of merger type, financing method, or
level of free cash was not investigated. Healy et.al.(1992) only used 50 of the largest mergers for
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their study and found a positive relationship between operating performance and merger induced
equity return. Their sample lacks diversity in size and aso, is not homogeneous.
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ABSTRACT

Research has shown that the development of accounting tends to be a function of
environmental factors. It is influenced by and reflects the unique characteristics of each country’s
environment. This paper examines the major environmental influences on accounting in Jordan. It
describesthe cultural, economic, palitical, educational and professional factors and their effect on
the devel opment and practice of financial reporting in Jordan. The paper also examines the current
changes promulgated by the government in its bid to liberalize the economy and encourage domestic
and foreign investment and how these changes have impacted on financial reporting.

INTRODUCTION

Accounting is a product of the environment in which it operates and is aforce for changing
it. Accounting systems throughout the world have changed as the environments they serve have
changed moving sequentially from the more rudimentary to the more complex and sophisticated.
Arpan and Radebaugh (1985, p.13) state that:

“Like other business practices, accounting is to alarge extent environmentally bound.
That is, it is shaped by and reflects particular characteristics unique to each country’s
environment. The list of these characteristics is virtualy infinite, ranging from
personal traits and values to institutional arrangements, and can even extend to
climatic and geographical factors.”

Culture has been defined by Hofstede (1980, p. 25) as “the collective programming of the
mind which distinguishes the members of one human group from another”. The word “culture” is
reserved for societies as a whole, or nations, whereas “subculture” is used for the level of an
organization, profession or family.

The society’ s attitude towards the accounting profession is negative. First the profession is
not well paid and secondly the profession is held in low esteem as somehow being disreputable. The
people practice accounting are not respected aso because many of them have low or unsuitable
education (i.e., they are practicing accounting while being educated in other subjects and having no
forma degree or training in accounting, in other words, accounting profession is a public area). The
public notion of accounting among people is no more than adding and subtracting numbers. As a
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result, the role of accounting in the economy has been deteriorated and accountants do not occupy
their right positions, therefore, it does not contribute much to the development of the economy.

The language of the country can be an impediment to the adoption of modern accounting
standards if it cannot incorporate al the technical accounting terms. In Jordan the language of the
country is Arabic. All financia reporting and financia regulations are in Arabic (though some
companies prepare annua reports in Arabic and English)..

Thereligion of the country effects the attitudes towards business in general and accounting
in particular. The religion of Jordan is Iam. 92% of the people are Mudlim (Simonis and Finaly,
1993). Idam in genera allows private property and the free enterprise system. People are allowed
to operate businesses.

The degree of secrecy in the society affects the amount of disclosure in the financid
statements. There is a degree of secrecy in businesses. The reason may be because many businesses
are family owned or may have become public in recent years with alarge number of shares being held
by the origina family.

ECONOMIC FACTORS

Mueller (1968) suggested that stage of economic development, type of economy, and growth
pattern of an economy can exert an impact on a country’s accounting practices. The stage of
development affects the type of business transactions conducted in a country and the type of economy
determines which transactions are more prevaent, each of which is an intrusion on the accounting
system (Doupnik and Salter, 1995).

The correlation between the provision of better accounting and financial information and the
development of the nation’s economy can be traced in developing countries (Seller, 1973). In the case
of primitive economies, the need for accounting information is minimal. On the other hand, as the
economy and the Sze of investment grows, either from public or private sectors, and the number of
companiesincreases, there is an increase in demand for accounting information for decision making
purposes from investors, creditors, management and government agencies. Therefore, it is possible
to trace the development of financial reporting in Jordan through the development of the national
economy, the increase in the size of investments and the number of companies.

Limited resources in acountry may lead to lack of resources devoted to developing financia
reporting standards. There may be a tendency to import standards from other countries rather than
developing their own.

Jordan has few natural resources (no oil). The country’s main mineral asset is its phosphate
reserves which have been discovered and exploited on a commercia basis, and are located in the
northeast and south of the country. Jordan’s water resources are extremely scarce, and it has only one
outlet to the sea, found at Agaba in the extreme south of the country, with very narrow shores. These
lack of resources, coupled with the fact that Jordan has had to devote a large part of its budget to the
military made Jordan dependent on foreign aid to survive (Business International Limited, 1991).
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ECONOMY

Economic ties with other countries have a sgnificant effect on a country’s financia reporting.
Starting with a colonia past and proceeding to the present, these ties influence accounting to a great
degree.

In the case of Jordan, it was originally colonized by the British. This led to the adoption of
the companies act in which its modifications are dill in practice today. Furthermore Jordan’ s ties with
other countries presently have also influenced its accounting system. For example Jordan relations
with western countries may have influenced the decison by the Jordan Association of CPA’ s to adopt
International Accounting Standards in 1989.

The orientation of the government towards the economic system in Jordan is leaning towards
a free market system. This has an effect on the type of accounting regulations. In centralized
economies the accounting system is standardized and is meant for use by the government for
economic planning and decision making. In free market economies there is more of a diversity of
accounting practice and there are numerous decision makers such as stockholders, creditors, auditors
in addition to the government. The Jordanian government from the very beginning adopted the
market capitalist system . Thus from the beginning the accounting system was geared towards
providing information for investors and creditors. Most of the economic activity in the country is
carried out by the private sector.

There was no university accounting education in Jordan when the Kingdom was established
inthe 1940s because there were no domestic universities at all. Students, some of whom majored
in accounting, graduated from Egyptian, Syrian, Lebanese, and Iragi universities. As a result, the
accounting practice in Jordan was a mixed of British and French practices. This situation lasted till
1962 when Jordan University was established. The university offered a major field of study in
accounting. The second university to be established was Y armouk University which was started in
1976. This further established the accounting major in Jordan.

The accounting profession in Jordan is not a new profession. It has been present since the
establishment of the Kingdom and was recognized by the government in 1962 when the Companies
Law No0.33 was issued.

The mgor accounting professional association in Jordan is The Jordan Association of CPAs
(JACPA) which was established in 1988. On March 13, 1989, the JACPA decided to adopt
International Accounting and Auditing Standards for financial statements issued after 1990. However
there was no law passed that directly enforced International Accounting Standards (IASs). IASs are
only applicable to the extent that they do not conflict with the law. Financial Statements prepared by
companies have become increasingly compliant with International Accounting Standards. However
because of the lack of legidation and the lack of independence of auditors, compliance with IASsis
gporadic. As mentioned earlier, the new Securities Law which has been adopted by the government
does have a clause which specifies that companies must follow IASs.
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CONCLUSION

This paper has examined the mgor environmental influences on accounting in Jordan and has
traced the influence of these cultura, economic, political, educational and professional factors on the
development and practice of financial reporting in Jordan.
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ABSTRACT

This paper examines the effects of a coordinated G-7 monetary policy on the real GDP, real
money demand, exchange rate and price level of four oil producing GCC economies - Bahrain,
Kuwait, Saudi Arabia, and the UAE. We develop a small-country model like that of Dornbusch
(1976) and Papell (1988) but where the domestic economy is a GCC economy and the foreign
country isthe composite G-7 economy. Our model incor porates GCC specific characteristics such
as underdeveloped financial markets and the principle of domestic budget balance. Annual data
from the International Financial Satistics of the |.M.F. for the current floating exchange rate
period are used to estimate the models using the Full Information Maximum Likelihood method.

This study finds that G-7 monetary policies have a greater impact on the real GDPs, price
levels, real money demands and exchange rates of the UAE and Kuwait than on Saudi Arabia and
Bahrain. For every 1% increasein the G-7 coordinated money supply, output falls by .825%, .7%,
and .05% inthe U.A.E., Saudi Arabia, and Bahrain, respectively. The study also finds significant
evidence in favor of the principle of domestic budget balance and the dependence of GCC monetary
policy on the price of exported oil in all four countries. The findings of this paper can provide
useful reference points for GCC policy makers and help minimize the spillover effects of G-7
monetary policies on GCC economies.

INTRODUCTION

The Mundell-Fleming model (1962, 69) of the effects of domestic monetary policy under
flexible exchange rates has been the basis of extensive research in the open economy literature for
over two decades. Inthe small economy version of this model, a domestic monetary expansion can,
under certain assumptions about capital mobility and trade elasticities, lead to a rise in domestic
income and a depreciation of the economy’s currency. The seminal paper of Dornbusch (1976)
extends the results of the Mundell-Fleming model by incorporating exchange rate expectations and
sticky prices. Dornbusch and Krugman (1976), Levin (1984) and Papell (1984) are examples of
papers that examine the effects of monetary policy in such aframework. However, areview of the
open economy literature indicates that there is no study that examines the effects of an externd
(foreign country) monetary policy on the domestic economy in the small country frameworks of
Mundell-Fleming (1962, 69) and Dornbusch (1976).
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There dso exists substantid literature on open economy models that studies the effects of ail
price shocks on the outputs, price levels and currencies of G-7 countries (US, UK, France, Japan,
Germany, Italy, and Canada). In particular, studies by Findlay and Rodriguez (1977), Bruno (1978),
Obstfed (1980), Sachs (1982), Hamilton (1983), and Dotsey and Reid (1992) conclude that the two
magjor oil price shocks of the 1970s caused, to varying degrees, inflationary rises, output contractions
and exchange rate movements in the G-7 economies. At the same time these oil price shocks have
caused the income levels of oil-producing (OPEC) economies to increase substantially. Much less
work has been done to study the effects of G-7 monetary policies on oil-producing economies.

The objective of this paper isto fill thisgap in the open economy literature by examining the
effects of G-7 monetary policy on GCC countries. First, our model attempts to capture the effects
of foreign monetary policy on asmall open economy in adirect manner without treating these effects
as shocks that are captured through the error terms in the model. Second, by focusing on the GCC
economies as the domestic economies we may obtain a better understanding of how GCC monetary
policy authorities respond to changesin their (exported) oil prices. The results of our estimation can
provide a useful framework within which GCC policy makers can examine other monetary policy
effects and see how these G-7 spillover effects on their economies can be minimized.

In May 1981, six oil producing nations (Bahrain, Kuwait, Oman, Qatar, Saudi Arabia, and
the United Arab Emirates) created an economic cooperation group known as the Gulf Cooperation
Council (GCC). One economic god of these nationsis to create a“ Common Market” within which
there will a be free movement of goods, services, and inputs (capital and labor). Another aim of the
GCC isto coordinate monetary, fiscal, and banking policies among member nations, so that in the
long run this process could lead to an optimum currency area with a common currency (Zaidi 1990).

The G-7 countries are the largest trading partners of the GCC economies. In addition, the
Bahrain Dinar, the Saudi Arabian Riyal and the U.A.E. Dinar maintain a limited flexible exchange
rate visavisthe US Dollar while the Kuwaiti Dinar is pegged to a weighted average of a basket of
currencies! However, since the US Dollar freely floats against other G-7 currencies, the GCC
exchange rates provide one channel through which coordinated G-7 monetary policies can affect
these GCC economies. Hence, even pegging their currencies to one or more G-7 currencies may not
prevent fluctuationsin G-7 currencies from affecting GCC outputs and price levels. Therefore, under
flexible exchange rates, the GCC economies may not be insulated from the spillover effects of G-7
monetary policies.

Thereis dso wide agreement that revenue from oil exports account for most of the of GCC
government revenues (more than 90% for Kuwait). When ail (export) revenues of the GCC countries
increase (sharply in the 1970s) government expenditures aso increase since alarge portion of public
revenues are generated from oil exports. The result is higher monetary and economic growth because
the monetary policies of GCC countries are a function of their fiscal policies. This growth occurs
because domestic capital and money markets are underdeveloped, and so GCC monetary policies
basicaly respond to the fiscal demand in their domestic markets (Zaidi 1990). Another magjor effect
of the underdeveloped financial markets in the GCC countries is that most GCC residents and
governments invest their assetsin G-7 economies. Thisin turn increases G-7 incomes, the demand
for GCC exports and eventually their GDPs and price levels. Thus the second channel through
which G-7 monetary policies can affect GCC countries is through the direct and indirect effects of
these policies on GCC outputs, money demands and the revenues from oil exports.
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Consequently, a coordinated G- 7 monetary policy could impact GCC economies through two
channels - directly and indirectly through monetary variables or indirectly through the effect on the
(exported) oil revenues of the GCC countries.

The model employed in this paper is based on the work of Dornbusch (1976) and Papell
(1988). We differ from these frameworks by usng asmall-country framework in which the domestic
economy is a GCC economy and the foreign country is the composite G-7 economy. Other
significant deviations arethat we conduct our empirical analysis using GCC -specific characteristics
such as underdevel oped financia and capital markets, the fact that monetary and fiscal policies cannot
be digtinguished from one another and the dependence of government revenues on oil exports. Due
to data constraints we analyze only four members of the GCC- Bahrain, Kuwait, Saudi Arabia, and
the U.A.E.. The annua data used in this paper is based on the International Financial Statistics and
the Direction of Trade Statistics of the International Monetary Fund for the current floating exchange
rate period.

Theempirical study begins by examining the time-series properties of the data. We test for
non-stationarily in the raw data (in log form) by using two separate tests - the Augmented Dickey-
Fuller tests and the KPSS test. Next we test for the exogeneity of the domestic money supply and
the foreign variables usng the methodology outlined in Granger and Newbold (1986). Finally, we test
for bi variate cointegration using the Engle and Granger (1987) two-step method.

This paper isorganized as follows: the introduction and the model are presented in Sections
| and 11 respectively. In Section |11 we discuss the statistical properties of the data. Our empirical
results are stated and evaluated in Section IV. Section V presents our conclusions.

THE MODEL

The structural open economy model of a small country 2 is presented in equations (1)-(9)
below. The domestic economy in our model is a GCC country and the foreign country is the
composite G-7 economy. All variables are expressed in terms of their natural logs (except nomina
interest rates):

V=&Y - @M +a§ R - Rt & (20)
M- R =&Y - asi * ey (21)
R- R =AY+ e (22)
m = a; P’y + €, (23)
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Py = Uy (24)

i = U, (25)

m = Uy (26)

yt* = Uy (27)
(o]

Py = Ug (28)

y isthe GCC real output (1985 prices) ;

y* is the trade-weighted G-7 real GDP (1985 prices);

i* is the trade-weighted G-7 nominal interest rate;

e is the trade-weighted dollar exchange rate (domestic currency price of foreign

exchange);

o} isthe GCC price level (GDP deflator) at timet;

p* isthe trade-weighted G-7 price level (GDP deflator);

m : isthe GCC money supply (M1);

m* : is the trade-weighted G-7 money supply (M1);

p° : isthe real export price of oil in the GCC economies (1985 prices);
us €s. are N(0,1) random errors;

Equation (1) showsthat the output of GCC economies is demand-determined. GCC output
is a function of G-7 countries’ income (y’), real exchange rates (e, +p - p,), and the G-7 nominal
money supply (m’). A magjor difference in standard formulations of this equation and our equation
istheincluson of areal balance effect arising not from a domestic interest rate but from the foreign
money supply (m"). Our justification for this assumption is the fact that these GCC economies have
underdeveloped money and capital markets? (i.e. they lack a market determined short-term interest
rate). This results in GCC investors and governments using the G-7 interest rate as a basis for
accumulating foreign assets. Thus a decrease in the G-7 money supply will raise G-7 interest rates
and the demand for G-7 assets. Thisleads to an increase in G-7 incomes and hence an increase in the
demand for GCC exports.

The demand for real money baances (equation 2) depends positively on real income (y,) and
negatively on the G-7 nomina interest rate (i*). We use the same justifications for replacing the
(non-existent) domestic nominal interest rate by the foreign interest rate as in equation (1). Second,
eguation (2) states that, in the absence of well developed financial markets in GCC countries, the
demand for real money balances in GCC economies is a function of domestic income and the G-7
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nomina interest rate (the opportunity cost of GCC deposits in G-7 economies). Third, the rate of
inflation of the GCC economies (equation 3) depends only on the lagged output in these economies.
Equation (4) states that the money supply of the GCC countries is assumed to be exogenous and is
a function of the given lagged price of exported oil of GCC country. This relationship between
money supply and the price of oil results because a significant part of the GCC government revenues
are generated from oil exports, so that government expenditures (g) are afunction of oil revenues.
* Also, in this model, the link between the monetary and fiscal polices of such oil producing
economies is the principle of domestic budget balance (see Morgan (1979), Goldsbrough (1985),
Kaboudan (1988), and Zaidi (1990)).° Kaboudan (1988) argues that there is a strong link between
oil revenues and fisca policiesin Kuwait's economy (pp. 49 and figure 1). To the extent that the GCC
governments use their increased oil revenues domestically, their money supplies also expand. Thus
monetary policies in the GCC countries are not distinct from their fiscal policies and money supply
is postulated to depend on the lagged price of oil (p°).

Equations (5), (6), (7), (8), and (9) represent the foreign price level, foreign interest rates,
foreign money supply, foreign output, and the GCC real export price of oil respectively, which are
exogenous variables. Theforeign variables in equations (5)-(8) are assumed to follow normal random
error processes and this assumption isjudtified by Granger causality tests. On the other hand, the real
export price of oil (p°) is assumed to be given at any point in timet and is an exogenous variable in
this model because it is set (externally) by OPEC.

To obtain the reduced form solution for the domestic price level p, we substitute (1) into (3)
to generate equation (10). This equation shows that current price level (p,) is afunction of the past
nominal and real factors of both economies, G-7 and GCC:

pt = Bletfl + szt—l + B3pt*—l + B4ytil + Bsmt*—l (10)

where the fs are:

B, = &z, B, = 1-a,a B = & B, = &, Bs = —aa,

Using equations (1), (2), (4), and (10) we obtain the reduced form equation for the exchange rate:

(11)
Where the ds are:
5 - B, (a;a, -1) 5. - B, (aza, - 1) 5. - B; (aza, -1)
17 ; 2 T ; 3~
a8, a8, a;3a,
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5 - B, (&3, -1 5 - Bs(a;a, -1) 5 - _ a;,
4 ! 5 - _ 6 )
SECY A3, A3
67 = —& : 68 - _ 1 : 69 _ q-5 ; 610 Q7 :
Ay SECY SECY

STATISTICAL PROPERTIES OF THE DATA

This section presents the data and its statistical properties. We use seasondlly adjusted, annua
datafrom 1973 to 1992 for the G-7 countries, Saudi Arabia and the U.A.E., from 1975 to 1992 for
Bahrain and from 1973 to 1988 for Kuwait. ® The exchange rates used are the trade-weighted
exchange rates with respect to the US dollar and are obtained from the International Financial
Statigtics of the IMF. The bilaterd trade weights are computed using the Direction of Trade Statistics
of the IMF. The price level is the implicit price deflator, the money supply is M1, and the G-7
nominal interest rate is the three-month money market rate. The G-7 variables are constructed as
trade-weighted averages of the G-7 variables with the weights corresponding to the bilateral trade
weights.” All nomina variables are expressed in terms of the US dollar to facilitate cross-country
comparisons.

To test for the exogeniety of the domestic money supply (m) and the foreign variables we
perform the Granger causality tests based on Granger and Newbold (1986).2 Thetest is performed
for up to three lags (k) for each of these five variables and the results for m are presented in Table
1.° The null hypothesisthat any of the variables (e, p, p*, y, y*, m*, i*) in the model do not Granger
cause m cannot be rejected at the 5 % level of significance.’® Hence there is no causality and mis
an exogenous variable in this model. Tests conducted (but not reported here) for the four foreign
variables (p*, y*, m* and i*) also indicate that there is an absence of causality at the 5 % level of
significance, between them and the other variables in the model.

Table 1

Granger Causality Tests for the Exogeniety of the Domestic Money Supply(m)

Bahrain Kuwait
Variable F-values F-values
X k=1 k=2 k=3 k=1 k=2 k=3
e 011 .0002 .097 .003 .005 062
p -.009 .005 028 035 042 .06
p* 142 14 50 .004 018 563
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y .03 .03 .06 .003 .164 .33
y* .004 .04 A1 .048 .07 A3
i* .055 126 24 .076 .031 21

Saudi Arabia United Arab Emirates

Variable F-values F-values

X k=1 k=2 k=3 k=1 k=2 k=3
e .007 .013 .027 .034 .021 .024
p -.0022 .023 .02 .010 .048 .07
p* 011 .005 .016 .032 .043 .06
y .003 .005 .026 .009 .016 .023
y* .33 .03 .033 .067 .05 .04
i* .022 .014 .016 .0123 011 .04

It is standard practice when using time series data to test all the raw data series for the
presence of non-stationarily. We conduct two separate tests for the presence of unit roots in the data
- the Augmented Dickey-Fuller (1979) or ADF test and the Stationarily test of Kwiatkowski, Phillips,
Schmidt, and Shin (1992) or KPSS test.** The KPSS test is conducted because it directly tests the
null of stationarily and does not suffer from the well known power problems of the ADF test as
documented by Schwert (1987) and others.

In the context of unit root tests Campbell and Perron (1991) suggest that instead of fixing the
lag-length (k) a priori and then conducting the ADF tests, the value of k should be based on data
dependent methods. The criterion for choosing the value of k isbased on starting at an initial upper
limit of k., and checking to seeif the last included lag of the variable has a significant coefficient
using the 10% value of the normal distribution (1.645) for significance. If it doesthen k is chosen
toequd k.. Otherwisethe lags are reduced by one until we find the last included lag coefficient that
issgnificant. We started with a k., = 2 for the annual data used here and report the values for lags
one and two. For the KPSStest the choice of the lag truncation parameter (k here) is a compromise
between enough power for the test and low size distortions and a value of 2 is arrived at for the
annual data being used here.

The ADF tests for the first unit root are presented in Table 2. We find that of the nine
variablesin the model all except the foreign interest rate (i*) show evidence of unit roots at the 5%
level of sgnificancefor dl four GCC countries athough i* isonly marginally stationary for Bahrain.
However the unit root null cannot be rejected for any variable or country at the 1% level of
significance. The results from the KPSStestsin Table 2 are mixed. Domestic and foreign money
supplies are non-gtationary for al four GCC countries at the 5% level of significance. However the
red price of exported oil and the exchange rate are stationary at the 5% level of significance for al
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four countries. In al, five of nine variables in Bahrain, Kuwait, and Saudi Arabia are stationary as
opposed to threein the U.A.E. **

Table2
Augmented Dickey-Fuller Test for the First Unit Root
Bahrain Kuwait
Variables k=1 k=2 KPSS k=1 k=2 KPSS

e -1.15 -1.51 131 -2.08 -1.61 427

P -2.27 -2.36 408 -2.06 -3.85 506
P -1.07 -1.96 628 -2.41 -3.16 634

y -1.06 -0.64 514 -1.83 -1.21 422
y* -0.59 -0.55 374 -1.02 -1.13 288

m -2.54 -2.51 504 -2.44 -2.89 523
m* 0.63 0.83 599 -0.23 -0.23 598

i* -3.07 -2.19 123 -3.74 -2.58 116

p° -1.25 -1.68 150 -1.89 -1.63 .398

Saudi Arabia United Arab Emirates
Variables k=1 k=2 KPSS k=1 k=2 KPSS

e -1.89 -1.96 146 -1.22 -1.34 425
p -2.33 -2.99 752 -1.71 -1.94 535
p* -2.57 -2.44 400 -2.53 -2.92 746
y -0.63 -0.45 706 -1.00 -1.09 515
y* -1.39 -1.45 561 -2.56 -1.91 559
m -0.09 -0.04 761 -0.67 -1.01 649
m* -1.12 -2.71 633 -2.40 -2.39 735
i* -3.42 -2.16 137 -3.71 -2.24 163
p° -2.33 -2.27 357 -1.94 -2.15 274

ADF tests are d so conducted to see if second unit roots are present in the nine data series by
examining the first differenced series for unit roots. Table 3 presents the results of these tests. The
ADF testsindicate that even at the 10% leve of significance, most variables have a second unit root.
Theforeign interest rate is Sationary at the 10% level of significance for Bahrain and at the 5% level
of significance for Saudi Arabia, the U.A.E. and Kuwait. Three variables are stationary at the 5%
significance level in the U.A.E. but only onein the case of Kuwait. The results for the KPSS tests
indicate that most of the first differenced variables are stationary at the 5% significance level(Table
3). Theforeign price levd isnon-stationary for all but Saudi Arabia where the foreign money supply
and domestic output have unit roots at the 5% level of significance. In addition the real price of
exported oil is non-gtationary at the 5% significance level for Kuwait. The KPSS test indicates that
the unit root null can be rejected for al variables and countries at the 1% level of significance.
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Table3
Augmented Dickey-Fuller Test for the Second Unit Root
Bahrain Kuwait
Variables k=1 k=2 KPSS k=1 k=2 KPSS
e -1.58 -1.51 146 -2.09 -1.83 157
P -1.57 -1.26 .333 -2.12 -2.39 271
P* -1.76 -1.31 467 0.83 -0.34 583
y -3.00 -2.27 .295 -2.38 -2.13 .092
y* -1.92 -1.79 133 -2.23 -2.50 142
m -2.13 -1.52 460 -1.87 -1.56 423
m* -1.97 -1.67 154 -2.39 -2.39 139
i* -2.90 -2.50 .084 -3.82 -3.88 .106
p° -2.46 -2.01 193 -1.35 -0.66 487
Saudi Arabia United Arab Emirates
Variables k=1 k=2 KPSS k=1 k=2 KPSS
e -2.29 -1.94 148 -2.39 -1.98 .103
p -1.03 -0.62 689 -3.29 -2.92 405
p* -2.20 -1.94 428 -1.68 -1.24 667
y -2.44 -2.92 .093 -2.71 -1.97 216
y* -1.58 -1.91 152 -2.25 -2.51 120
m -2.56 -3.11 121 -2.57 -2.41 404
m* -4.02 -4.83 488 -4.02 -4.83 119
i* -3.63 -3.50 074 -4.20 -3.93 .054
p° -2.08 -1.65 439 -2.25 -1.68 401

In conclusion, the ADF and KPSS tests suggest that first differencing some of the non-
stationary variables in levels does not induce stationarily into these variables. Since it would be
inconsistent to estimate our models using some variables in first differenced form and not others, we
estimate our models using all the variablesin their natural log form.

Since most of the data (in levels) for our nine variables indicates the presence of non-
stationarily it is natura to test for the presence of cointegration among these variables. We conduct
the bivariate cointegration tests of Engle and Granger (1987) on all sets of our variables and present
our resultsin Table 4. The results shows that the null hypothesis of no cointegration of e, p, p*, or
p with any other variable in the model cannot be rejected at the 5% level of significance for all four
countries except for two pairs of variablesin Kuwait - eand y aswell as p* andy. However, the null
of no cointegration cannot be rejected at the 1% level of significance for any pair of variables or any
country. In conclusion thereis very little evidence for bivariate cointegration among the data.
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Table4
Engle -Granger Cointegration Tests
Bahrain Kuwait
Dependent Variable Dependent Variable
t-ratios t-ratios
Independent e p p* p° e p p* p°
Variable
e
p -.98 - | -2.35
p* -1.23 -1.09 - | -2.83 -1.02
y -1.32 -1.76 -212 | -094 | -3.13 -260 | -3.30 -1.68
y* -1.76 -2.23 -262 | -1.22 | -191 -1.72 | -1.88 -1.88
m -1.14 -1.83 -033 | -1.29 | -240 -2.22 -.32 -1.57
m* -1.63 -1.62 -157 | -1.17 | -2.75 -123 | -1.29 -1.49
i* -1.57 -2.16 -139 | -161 | -1.94 -209 | -2.04 -2.54
p° -1.37 -2.35 -1.13 -2.2 147 0.66
Saudi Arabia United Arab Emirates
Dependent Variable Dependent Variable
t-ratios t-ratios
Independent e p p* p° e p p* p°
Variable
e
p -1.78 - | -1.26
p* -1.93 -0.81 -] -160 -1.35
y -1.96 -2.05 -185| -206 | -1.42 -2.76 | -143 -0.002
y* -1.88 -1.39 -012 | -1.26 | -2.54 -201 | -1.85 -1.62
m -1.89 -0.87 -146 | -1.84 | -1.45 -065 | -171 -1.25
m* -1.86 -1.68 -185 | -1.79 | -1.86 -0.76 | -1.07 -1.26
p° -211 -0.30 -1.08 -- -1.26 -140 | -0.18
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EMPIRICAL RESULTS

In this section we present our empirica findings and an analysis of the effects of a coordinated
G-7 monetary policy on four GCC economies. The four structural models are estimated using systems
rather than single equation methods of estimation. The Full Information Maximum Likelihood
estimation method (FIML) is used to estimate the parameters of the structural equations (1-5). We
do this because FIML isthe systems technique used to estimate a number of monetary open economy
models (both structura and reduced form) in the papers by Hoffman and Schlagenhauf (1983), Woo
(1985), Hall (1987), and Finn (1986, 89). *2

Table 5 presents the results for the FIML estimation of the structural models for Bahrain,
Kuwait, Saudi Arabia, and the UAE. Our empirical results indicate that most of the structural
parameters (a,;- a;;) of the four models are significant at the 5% significance level and most are of
reasonable magnitude and sign.

Table5
Full Information Maximum Likelihood Estimates of the Sructural Model
Saudi United Arab
Parameter Bahrain Kuwait Arabia Emirates
ay, .18¢ 76° J19° -1.34¢
(1.72) (13.3) (3.93) (1.86)
a, .047¢ -91°b .069° 824°
(1.73) (12.13) (3.58) (4.03)
s -.09¢ J10° 0.456° .02
(1.56) (2.86) (7.28) (.078)
ay, 1.2° -42 -1.03° 1.478"
(2.96) (1.01) (6.99) (12.65)
A -88°¢ -1.46 -1.30° -4.65°
(2.15) (1.01) (2.99) (4.8)
A 72° 85¢ -270°¢ -37°b
(5.22) (2.02) (2.46) (3.17)
a .18°¢ 63° 4112° 65°
(2.65) (14.3) (22.64) (5.64)
Log
Likelihoods 79.86 31.18 63.84 34.95
) : t-values are in parentheses;

- denotes significant at the 1% level;
- denotes significant at the 5% level;
- denotes significant at the 10% level;

o 0 T~
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Two effects of G-7 coordinated monetary policies are important here - the direct effect of G-7
money supply on GCC output (a,,) and the indirect effect of G-7 interest rates on GCC real money
demand (a;). The parameter a, isSgnificant a the 10% level for Bahrain but at the 1% level for the
other three countries. This parameter has the expected positive sign for all countries but Kuwait
where the effect is Sgnificantly negative (i.e. a1l % G-7 monetary expansion raises Kuwait’s output
by amost 0.9%). G-7 monetary policies have a greater negative impact on the output of the UAE
than on that of Saudi Arabia or Bahrain. For every 1% increase in the G-7 coordinated money
supply, output fals by .825%, .7%, and .05% in the UAE, Saudi Arabia, and Bahrain, respectively.

Theresultsfor the indirect effect of G-7 monetary policy on GCC output (a,5) are surprising
in that they are al opposite in sign (negative) to what we expected. More surprisingly, monetary
policy has asgnificantly pogtive effect at the 5% level of significance for Bahrain, Saudi Arabia and
the UAE. The greatest impact of G-7 monetary policy through this channel is on the UAE where the
effect is more than three times that on Bahrain and Saudi Arabia. One plausible explanation for this
effect may be that the UAE is more open to the G-7 countries for trade or that a greater portion of
the total UAE trade with the world iswith G-7 countries. In conclusion, a coordinated G-7 monetary
policy seemsto have agreater impact (direct or indirect) on the real output and real money demand
of the UAE than on any other GCC economy considered here.

Evidence in favor of the principle of domestic budget balance and the effect of the price of
exported oil on the money supply of the four GCC economies by examining the parameter a,, in Table
5. This parameter has the expected positive sign and is strongly significant (1% leve) for all four
countries. Furthermore, changes in the price of exported oil have a greater impact on the money
supply (a;;) of UAE and Kuwait followed by that of Saudi Arabia and Bahrain. As the price of
exported oil increasesthe money supply of UAE and Kuwait rises by about three times as much as
in Bahrain.

It isinteresting to note the values of the other four less important parameters - a,;, a3, ay,,
and a,;. From Table 5 we conclude that G-7 incomes have a positive and significant effect (a;;) on
the red outputs a the 1% sgnificance leve only for Kuwait and Saudi Arabia. The effect is positive,
significant and the greatest for Saudi Arabia followed by Kuwait and is insignificant (and close to
zero) for the UAE and negatively insignificant for Bahrain. In fact the exchange rate effect is over
four times as strong on the Saudi Arabia as on Kuwait. The real exchange rate has a positive effect
(a3) onthe real GDPs of Kuwait and Saudi Arabiaand is significant at the 5% level. This effect is
the greatest for Saudi Arabia and is over four times as large as the effect for Kuwait. Domestic
income affects the demand for real money balancesin the GCC economies through the parameter a,,
and is significant (1% level) and positive as expected only for Bahrain and the UAE. Itisaso
significant for Saudi Arabia but with the opposite sgn. Finaly, the parameter a,,, which captures the
response of domestic pricesto lagged excess demand in the domestic goods market, is significant at
the 1% leve for all four countries. However this effect is positive only for Bahrain and Kuwait with
the impact being the greatest in Kuwait.

Table 6 presents additional evidence on the indirect channels through which G-7 monetary
policies can affect GCC countries. Thisis done by using the estimated FIML structural parameters
toinfer the parameter vaues of the reduced form equations (10) and (11). We follow this approach
to inference based on the estimation of structural open economy models by Papell (1988, 89). This
allows usto capture, indirectly, additional monetary policy effects on the exchange rate and the price
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level through parametersd ,, d ,, and b,. Contrary to the expected negative theoretical sign, an
expansonary G-7 monetary policy has an inflationary effect (b;) on all four GCC economies with the
effect being the greatest for Kuwait. As expected, a G-7 monetary expansion causes the exchange
rate to depreciate (d;) inthe UAE and in Kuwait with Kuwait experiencing the largest impact.
Finally, G-7 interest rates have the expected effect of causing an exchange rate depreciation in
Bahrain, Kuwait and Saudi Arabiawith the effect being the strongest in Kuwait. We can conclude
from these parameter values that coordinated G-7 monetary policies have a greater effect on the
exchange rate and price level of Kuwait and the U.A.E. than in Bahrain and Saudi Arabia.

Table 6
Reduced Form Values inferred from the Maximum Likelihood Structural Parameters
Saudi United Arab

Parameter Bahrain Kuwait Arabia Emirates

B, -.065 .085 -1231 -.0075
B, 1.065 92 1.123 1.007
Bs -.065 .085 -.123 -.0074
B, 13 .65 -.0513 5016
Bs 034 77 .0184 .308
5, -.66 211 -0.385 0.245
5, 10.9 22.7 3.512 -33.27
S, -.66 2.10 0.385 0.2458
5, 1.33 16.03 -.0.16 -16.56
S -.35 19.20 0.0576 -10.18
S 2.0 -7.6 -0.417 67.37
5, .04 -2.17 0.066 -0.557
Sg -1.0 -1.0 -1.0 -1.0
S 8.15 34.76 2.765 -158.7
Sy -1.67 -15.0 -0.874 21.94

To sum up, a coordinated G-7 monetary policy has the greatest effects, through both direct
and indirect channels, on thereal output, price level, exchange rate and real money demand of the
UAE and Kuwait.
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CONCLUSIONS

This paper examines the effects of coordinated G-7 monetary policies on the rea money
demand, real output, exchange rate and price levels of four GCC economies - Bahrain, Kuwait,
Saudi Arabia, and the UAE. We study severa channels, both direct and indirect, through which
externa monetary policies can be transmitted from the composite G-7 economy to an oil exporting
country inthe GCC.

The modd employed in this paper isof asmal open economy based on the work of Dornbush
(1976) and Papell (1988). Our model departs from these models by incorporating GCC specific
characteristics such as underdeveloped capital markets and the dependence of domestic money
supplies on the price of oil through the close connection between their fiscal and monetary policies.
We use seasonally adjusted annual data from the International Financial Statistics of the [.M.F. for
the current floating exchange rate period to estimate our models. Following Finn (1986) and Hall
(1987) we use the Full Information Maximum Likelihood method to estimate the four structural open
economy modes. Finaly, these structura parameter estimates are used to infer the parameters of our
reduced form equations to provide us with additional evidence on the channels through which
monetary policy can be transmitted abroad.

Statistical tests of the raw dataindicate mixed evidence in favor of first and second unit roots
using the conventiona ADF(1979) tests and the more recent KPSS (1992) tests. The mixed evidence
on statinarity causes us to estimate our models using the variables in their natural log form. When
bivariate Engle-Granger (1987) tests are conducted we find no evidence that indicates any
cointegration between the variables. In order to justify the assumption of an exogenous domestic
money supply we conduct Granger causdity tests and find that none of the model variables Granger-
causes the money supply.

Our empirica resultsindicate that a coordinated G-7 monetary policy has a greater effect on
the real GDP, redl money demand, exchange rate and the price leve of the UAE and Kuwait than that
of Saudi Arabiaand Bahrain. The greater effects on the UAE and Kuwait may partly be aresult of
the greater openness of these two GCC economies to trade with the G-7 or the result of a greater
percentage of their world trade being accounted for by the G-7 countries. We also find evidencein
support of the domestic budget principle of Morgan (1979) and Zaidi (1990) through the positive
and significant dependence of the GCC money supply of each country on the real price of its exported
oil. 1t should be noted that since complete data series are only available annually in these countries
this affect the degrees of freedom for estimation purpose and hence is a weakness of such analyses.

The contribution of this paper to the open economy literature is twofold. First, our model
attempts to capture the effects of foreign monetary policy on a small open economy in a direct
manner without treating these effects as shocks that are captured through the error terms in the
model. Second, by focusing on the GCC economies as the domestic economies we may obtain a
better understanding of how GCC monetary policy authorities respond to changes in their (exported)
oil prices. The model presented in this paper and our results can provide a useful framework within
which GCC policy makers can examine other monetary policy effects and see how these G-7 spillover
effects on thelr economies can be minimized.

This paper could be extended to directly study how fiscal policiesin GCC economies could
be used to minimize the effects of fluctuations in the G-7 import demand for oil on GCC incomes,
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price levels and exchange rates. The model presented here can also be extended to examine the
effects of G-7 monetary policies on non-GCC oil producing economies which are more open to trade
as well asthose with developed financial markets.
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ENDNOTES

Author’ s Note: We would like to thank Donald Ball, Nuri Erbas, Susan Jarvis, Nader Mgd, Clifford
Mangano, and Michad Minor for their helpful comments and suggestions. This paper has benefitted
from the comments of the participantsin a sesson of the Western Economic Association International
Conference in Vancouver, B.C., Canadain July 1994. Any remaining errors are ours.

1. Thevaue of the Kuwait Dinar is based on afixed exchange rate scheme. While the Dinar exchange rate is based
on aweighted average of major currencies, the exact composition of the basket or its weights are not released by the
Kuwaiti government to prevent any manipulation of its value (IFS, 1994).

2. We could use a two-country framework to model the GCC and the G-7 economies but that would require that we
impose some equality congtraints on parameter values across GCC and G-7 countries. Given how structurally different
these two sets of countries are, a small country framework seems to be a better one to adopt for this analysis.

3. Even though capital mobility may not be a problem in these four GCC economies, the uncovered interest rate parity
condition becomes meaningless in the absence of a market-determined interest rate in these countries. Thus this
condition is not usable in our analysis.

4. Zaidi (1990, pp. 760) states that "Economic activity in the GCC countries is heavily influenced by public
expenditures, which are financed almost entirely by oil revenues ™.

5. In the case of Kuwait, Kaboudan (1988, pp. 47) finds that the "Returns from the government-owned oil fields
accounted for more than 90 percent of total reported fiscal revenues between 1970 and 1983".

6. Complete monthly or quarterly data for the period of 1973-92 for all GCC countries are not available. Only annual
datafor some countries like Bahrain, Kuwait, Saudi Arabia and U.A.E. are available. Evenin these seriesthereis
no datafor real GDP in Bahrain before 1975 and for real GDP in Kuwait from 1989-92.

7. The trade weights for this model are based on the export-import GCC data with respect to the G-7. The weights for
G-7 countries are normalized to sum to unity and then used to construct the foreign variables.

8. We used RATS statistical software for our empirical estimation.
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9. The critical values of F-test at the 5% and 1% level of significance are: F,,, = 4.45, F,,, = 3.74, F;;; = 3.59, and
Fi1; =840, F,1,=6.51, F;3, =6.22, for Saudi Arabiaand the UAE while for Kuwait and Bahrain the values are:
Fi15=4.69, F,,,=4.10, F;;=4.35and F ., =9.07, F,,,=7.56, F;;; =8.45.

10. In the context of similar open economy models, Baillie and Pecchenino (1991) and Baillie, Chung and Teislau
(1991) dso conduct KPSS testsin addition to the ADF tests on several macroeconomic variables to get stronger results
about non-stationarily.

11. The 10%, 5%, and 1%, critical valuesfor thefirst unit root from Mackinnon (1991) are: -2.65, -2.897, and -3.809
respectively for Saudi Arabia and the U.A.E. where the number of observations N=20 and -2.661, -3.04, and -3.857
for Bahrain and Kuwait where N

12. On the other hand, Kearney and MacDonald (1986) use the SURE and Lewis (1988) uses the two-step three stage
least squares methods respectively to estimate their structural open economy models.
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ABSTRACT

The Du Pont Equation and the Extended Du Pont Equation are commonly used tools of
financial analysis. The Extended Du Pont Equation decomposes the simple return on equity (ROE)
expression into three components to demonstrate how poor equity return can be the result of low
profit margins, poor asset utilization, or the firm's leverage situation. One of the implications of
the Extended Du Pont equation (hereafter called ssmply the Du Pont equation) is that if debt is
increased, return on equity also increases, if the profit margin is positive. This implication does not
take into account that changing debt levels affects interest expense, which itself affects taxable
income, net income, earnings per share, return on equity, and the degree of financial leverage.

For example, the Du Pont equation is ROE = (NI / Sales) X (Sales/ Total Assets) X (Total
Assets / Equity). The equation implies that the total effect of decreasing the percentage of equity
(increasing debt) in the capital structure is applied to increasing ROE. However, increasing debt
decreases net income (NI). This occurs because NI is really Earnings Before Tax (1 —t), and
increased debt produces higher interest expense which reduces both EBT and NI. Another related
factor isthat the cost of debt may increase as the percentage of debt increases. Therefore, at least
some of the effect of increasing the equity multiplier (EM) is offset by reduced net income.

Thereare at least two other problemswith the standard Du Pont equation. First, calculating
a new ROE for changes in debt requires changing both ROA and EM. In addition, the new
calculated ROE does not take into consideration the effect that changing levels of sales would have
on ROE. Both these problems can be addressed by altering the equation to incorporate the degree
of financial leverage (DFL) and applying a single factor to the ROE of the unlevered firm. That is,

ROE, = ROE, (EM/ DFL)
Also, the effect of increasing leverage can be negative even with a profit margin that exceed

the cost of capital, if the firmis operating near its break even point. This paper, then, shows that
modest adjustments to the Du Pont equation may result in a more precise determination of ROE.
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ABSTRACT

Over the past few years, many local communities have lobbied to have the name of their
neighborhood changed to differentiate themselves fromtheir current area name, with an expectation
of an increase in housing prices.

This paper examines one such change in a neighborhood in Los Angeles by studying 329
homes located within one-half mile on both sides of the boundary of the new neighborhood for a
three year period surrounding the name change. The dependent variable in the model is the price
of a house sold during the three year period. The independent variables relate to the size of the
house, characteristics of the house, the calendar quarter in which the sale took place (overall prices
rose rapidly during the three year period, approximately 20% per year), and a dummy variable for
whether the house was in the new area or not. Each of the three years was run as a separate
regression as housing prices changed dramatically and non-linearly during the period.

Since there were no changesin public service associated with the name change, not even the
zip code changed, any changes in price between the new and old area would be due to changesin
the area name.

The sguar e footage of the house, and the calendar quarter of the year when the sale took
place were statistically significant (P<1.0%) in each of the three regressions, with the exception of
the second quarter variable (P<10%) in the third regression. However, the dummy variable for
inclusion in the new neighborhood was not significant any of the regressions and was in fact
negative. The lack of significance for the neighborhood variable indicates that a name change
without comparable changes in public services will have no impact on property values.

INTRODUCTION

The City of Los Angeles is divided into unincorporated areas which, although they bear
different names, are all subject to and are governed by the same government bodies. One of these
unincorporated areas, located in the west end of the San Fernando Valley, is known as Canoga Park.
Mogt of the homesin this areawere built in the late 1950’ s. However, the western section of Canoga
Park extends into the hills which surround the valey and, due to the difficulty of building on this hilly
terrain, was left vacant for almost thirty years. In the 1980’ s alarge housing tract was built in these
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hills. These homes were larger and more luxurious than the typica Canoga Park home. The devel oper
of these new homes wished to distinguish his new homes from the origina homes which made up
most of Canoga Park therefore requested and received the right to change the name of the western
section to West Hills.

Thinking that the name West Hills would increase property vaues, the homeowners who lived
just east of the new boundary line requested that the boundary line be moved further east so they
would be included in the new area. The boundary line continued to move east, as the homeowners
who lived just outside of the new boundary line would pressure their city council person to move the
line again so that they would be included in West Hills.

During the process, the Planning Department of the City of Los Angeles indicated that the
city services, both present and future, were made for Canoga Park as a whole with no special
provisonsfor West Hills. In addition, the creation of West Hills resulted in no changes to the school
system.

Studies have shown that the quality of the school system and other city services have an
impact on property values. It is also believed by many that the name of a community or areais an
additiona factor affecting value. This paper examines whether the mere changing of a name without
any change in services will have a positive impact on property values. The results indicate that no
significant value was added to the origina Canoga Park properties by including them in the West Hills
area.

This paper consists of four sections. Thefirst discusses a theoretical framework for analyzing
the effects of a name change on housing values. The second discusses the data selection and statistical
methodology. The empirical results are discussed in the third section. Finaly, a summary and our
conclusions comprise the fourth section.

THEORETICAL FRAMEWORK & HYPOTHESES

Previous studies have shown that many factors affect the sales prices of homes. These include
physical characteristics such as number of bedrooms, size, age, and lot size. Other studies have
documented significant effects from the quality of the school system and other public services. It is
assumed that two homes with the same significant physical characteristics and packages of amenities
will sell for the same price.

This study will consider three possible effects on home prices as a result of the area name
change discussed above:

1) The neighborhood identity does not impact property values and the mere changing of the
neighborhood name would be a "non-event”. The expected price behavior of the homes
should remain the same between the old neighborhood and the new one.

2) The name change is initialy viewed as a positive influence on housing prices within the
affected neighborhood. However the change could be temporary since there are no changes
in services. The results would be a price increase in a West Hills home relative to a
comparable home in Canoga Park, followed by a convergence of the two prices over time.
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3) If the impact were permanent and the initial increase was unbiased, there would be an
immediate increase in home prices in West Hills relative to homes in Canoga Park, and the
difference would continue over time.

The following general model can be used to determine the effect of a name change on property
values:

SdesPricg =f(P, L, Ay, S;, W)

where Sales Price = Sales price for the i-th house

P, = aset of j physica characteristics for the i-th house

L; = aset of j location variables

A; = aset of | amenities for the i-th home

S, = aset of j public services for the i-th home

W, = adummy variable indicating if the homeisin the West Hills area
Asthe propertiesincluded in the data set have smilar characteristics, many of the variables that might
normally be used in a pricing model were not included here. Aslot sizes and number of bedrooms
and bathrooms were smilar for al of the houses and any differences were highly correlated with the
square footage of the houses, the physical characteristics of the houses were represented by the size
of the house. The houses were geographically close enough that the location variables and public
services were the same for al houses and thus left out of the model tested.

Variables Used In The Analysis

Dependent Variable: PRICE Sales Price

Physical Characteristics: BLDGAREA Building Area (square feet)

Time Variables:

QUARTER2 Sold in April, May, or June (1=yes,0=n0)

QUARTER3 Sold in July, August, or September (1 =yes, 0=n0)

QUARTER4 Sold in October, November, or December  (1=yes, 0=n0)
Neighborhood Variables: WESTHILLS |s property located in West Hills?

(1=West Hills, 0 = Canoga Park )
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DATA SELECTION

The data used in this study consists of 329 homes located within one-half mile east or west
of the eastern boundary of West Hills. This area consisted of a one-mile wide rectangular area with
itswestern half in West Hills and its eastern half in Canoga Park. The sales used in the study occurred
from January 1, 1986 to December 31, 1988, athree year time period centered approximately around
the adoption of the name change. The data set consisted of homes which were of similar size
(between 1,200 and 1,900 square feet) and age (built between 1955 and 1960) were used. This
represented the dominant housing type for the area sampled. Only about 5% of the homesin the area
do not comply with this criteria.

For each sae, 12 variables were examined. Eight of these variables refer specificaly to
characteristics of the house. These include the square footage of the house and the lot, the number
of bedrooms and bathrooms, the number of bathrooms relative to the number of bedrooms, building
to lot size ratio, whether or not the house included a swimming pool, and the year the house was
built. In general, these variables are found to be statistically significant with the price increasing as
the size variablesincrease, decreasing as the building to ot size ratio increases (for there isrelatively
less yard for the house), increasing if apool is present, and decreasing as the house grows ol der.

Other variables which have been shown to be significant in other studies were not included
in this study for two reasons. First, many fesatures are not found in Los Angeles homes. For example,
homesin Los Angeles are not constructed with basements due to potential earthquake damage and
the temperate climate. Second, the development in the area under study is primarily tract housing
which was built at about the same time, subject to the same zoning regulations, and targeting the
same segment of the population and thus the houses are very similar. All the homes were built with
garages, have approximately the same building to lot size ratio, were built using frame and stucco
construction, had similar floor plans, and the number of bedrooms and bathrooms was highly
correlated with the size of the home.

During the period under study, 1986 to 1988, the San Fernando Valley experienced a period
of rapidly rising housing prices (approximately 20% per year). To capture the effect of the
appreciation of housing prices quarterly dummy variables were included (QUARTER2 to
QUARTER4) which, with the constant representing the first quarter, divided the year into four three-
month periods. Given the uneven lags in reporting home sales, a three month window seemed to be
best for testing the data.

The last variable included measures the neighborhood effect. The dummy variable
(WESTHILLYS) indicates whether the home is located in West Hills (1=yes, 0=no). If the name
change increases the vaue of the homes, a positive coefficient would be expected and if the name has
no effect on value, the coefficient would be insignificantly different from zero.

RESULTS OF THE ANALY SIS

The results of the regression analyses are presented in Table 1. The regression equations used
consisted of the size variable (BLDGSIZE) and the time variables (QUARTER2 to QUARTER4)
which captured the impact of rapid home appreciation. As stated previousdly, many of the variables
which impact on saes price were excluded from the analyses because they were common to all homes
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in the area and therefore their effect was captured by the sampling process and included in the
constant term or were highly correlated measures of size.

The estimated equations were able to explain aimost half of the variation (44.36% of the
variation in 1986, 48.69% in 1987, and 50.42% in 1988). The building size and time variables were
significant at the 1% level with the exception of Quarter 2 in 1998 which was significant at the 10%
level.

The neighborhood variable, however, was not significant, not even at a 10% level, during any
of the three years and was in fact negative.

The statistical analysis indicates that athough the current owners in the West Hills area
believed that the name change would increase the values of their homes, this belief was not shared
by the buyers and no price increase ensued.

TABLE1
REGRESSION RESULTS

Dependent Variable: PRICE

Y ear: 1986 1987 1988

Number of Observations: 97 113 119
CONSTANT 63,972 63,656 66,787
probability (0.000) *** | (0.000) *** | (0.000) ***
t-value (7.546) *** | (6.485) *** | (4.724) ***

Physical Variables:

BLDGAREA 37.7 47.91 64.76
probability (0.000) *** | (0.000) *** | (0.000) ***
t-value (7.059) *** | (7.675) *** | (7.192) +*~

Time Variables:

QUARTER2 8,378 11,407 11,199
probability (0.004) *** | (0.000) *** (0.067) *
t-value (2.944) *** | (3.727) *** (1.850) *
QUARTER3 11,043 17,400 33,509
probability (0.000) *** | (0.000) *** | (0.000) ***
t-value (4.111) *** | (5.416) *** | (5.636) ***
QUARTER4 10,556 18,026 32,787
probability (0.001) *** | (0.000) *** | (0.000) ***
t-value (3.610) *** | (5.726) *** | (5.406) ***
Neighborhood:
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WESTHILLS (1,269) (2,643) (5,486)

probability -0.511 -0.207 -0.113

t-value (-0.659) (-1.270) (-1.597)
R-Squared 0.4436 0.4869 0.5042
Adjusted R-Squared 0.413 0.4629 0.4822
S.E. of Regression 8,378 10,798 17,988
Mean of Dep. Variable 127,242 143,883 180,783
S.D. of Dep. Variable 11,282 14,735 24,999
F-Statistic 14.51 20.31 22.97
*** denotes significance at .01 level (two-tailed test)
* denotes significance at .10 level (two-tailed test

SUMMARY AND CONCLUSIONS

This paper has examined the impact of a name change on a neighborhood without a
corresponding changein public services. The study used two comparable, adjacent neighborhoods,
one which underwent the name change and the other which retained its original name. There were
no other changes. Therefore, if any difference in home prices was found between the two areas, it
must be due to the name change aone.

Using 329 transactions over athree year period, annual regression analyses were performed.
The regression equations used consisted of the size variable (BLDGSIZE), time variables which
captured the impact of rapid home appreciation and a dummy variable for neighborhood. The lack
of significance for the neighborhood variable indicates that a name change without comparable
changesin public services will have no impact on property values.
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ABSTRACT

A number of professional sports teams have recently used the equity markets through initial
public offerings as a source of funds. While traditional businesses make regular corporate
announcements that shape investor perceptions about the current and future financial condition of
the firm, sports teams also produce game-related information that could effect financial condition.
We examine the relationship between the stock performance of the Boston Celtics (the oldest and
most recognized publicly-traded sports franchise) and team events. We find significant relationships
between stock returns and game-related events only during the first two years of public life. After
thefirst two years, no significant relationships are observed. Rather than conclude that the market
isinefficient, however, we find evidence of a shift in investors. During the first two years of public
life, ingtitutions actively traded the Celtics based on information that may effect cash flows, and the
stock price moved as expected. Since then, however, institutions liquidated their holdings, leaving
the majority of ownership in the hands of investor-fans. These investors exhibit a tremendous
passion for the team and, consequently, find value only in simple ownership. The ability of the firm
to generate cash flows holds little or no value to these investors.

INTRODUCTION

The finance literature is rich with evidence of a distinct market response around important
events and announcements throughout the life of a firm. Traditional effects stimulating a stock
reaction include dividend and earnings announcements and stock splits (Charest, 1978; Aharony and
Swary, 1980; Asquith and Mullins, 1983). Other, less common events, such as airliner crashes
(Barrett et a., 1987), hurricanes (Lamb, 1995, 1998), earthquakes (Shelor, Anderson, and Cross,
1992; Kennedy and Lamb, 1997), the Chernobyl reactor accident (Fields and Janjigian, 1989; Kalra,
Henderson, and Raines, 1993), the Three Mile Idland incident (Hill and Schneeweis, 1983; Bowen,
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Castanias, and Daley, 1983; Spudeck and Moyer, 1989), and bank failures (Aharony and Swary,
1983; Swary, 1986) have been shown to produce an industry-specific response.

Recently a new industry of publicly-traded firms has emerged. Professiona teams from
various sports - baseball, NASCAR, football, hockey, basketball - have begun to use the equity
markets as a source of funds and, thereby, have made ownership available to investor-fans. While
conventional industries generate only corporate announcements that provide insight into their
financia condition, sports teams also produce game-related news that could translate to corporate
performance and, hence, effect financial condition. For example, in their IPO registration statement
filed in July 1997, Horida Panthers Holdings, Inc., aprofessona hockey team, disclose that the firm’'s
revenue is primarily derived from (i) the sale of hockey tickets to home games, (ii) contracts with
broadcast organizations and (iii) advertising and promotions. The firm further declaresin the Risk
Factors section that:

Thefinancial results of the Company are expected to depend in part on the
Panthers continuing to achieve success in the NHL. By achieving and maintaining
success, the Panthers expect to generate greater fan enthusiasm, resulting in higher
ticket sales throughout the regular season and capturing greater shares of local
television and radio audience. Furthermore, any participation in the playoffs will
provide the Panthers with additional revenue from sales of tickets for home playoff
games and from broadcasts of playoff games under local media contracts.
Conversely, revenue could be adversely affected by poor performance by the
Panthers. There can be no assurance that the Panthers will performwell or qualify
for the playoffs. (Donaldson, Lufkin and Jenrette, 1997)

In this study we examine the stock market performance of the Boston Celtics, a professional
basketball team. Like the Florida Panthers, the Boston Celtics generate income mainly from the sale
of tickets to home games and the licensing and exploitation of television, cable network and radio
rights (Standard & Poor's, 1997). Game-related information, such as wins and losses, making the
post-season playoffs for the league championship, and performance in those playoff gamesis expected
to effect attendance and broadcast contracts and, thereby, impacts on the ability of the firm to
generate cash flows from fan and sponsor support. Consequently, the financial condition and
resulting firm value are expected to be related to the success of the team in the arena. Since a
winning team can potentially earn more revenue than a losing team because of increased fan
attendance at games, more games through making the playoffs, increased concession and team
merchandise sales, and increased demand for team-related paid endorsements, we expect to find that
events endangering revenue from these sources would have adetrimenta effect on stock returns. The
market would likely interpret game losses and the elimination from the playoffs as negative because
the corporation forfeits revenues generated by additional games. On the other hand, game wins and
success in the playoffs would have a positive effect on the underlying stock because the stream of
cash flows from game tickets, concessions and related sources is not interrupted.

Our choice of the Boston Celtics for evaluating the market response to team eventsis based
on many factors. First, the Cedltics are the first publicly-traded sports franchise, going public in
December 1986 and, therefore, offer the longest sample period of announcements. Second, the
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period since their IPO is of alength sufficient to include several winning and losing seasons, enabling
the market to react to opportunities where the team could generate higher (lower) revenues from
more (fewer) games and greater (less) passion in fan support. Third, the Boston Celtics are one of
the most recognized sports teams and have a most distinguished record of championships, earning
more titles (16) than any other franchise in professiond sports. Coverage of newsiswidely circulated
in the press, allowing investors access to information concerning team performance (and potential
cash flows). The Boston Celtics are, therefore, a unique member of the new public sports franchise
industry.

If the market is efficient in responding to new information, then we expect to find a significant
relationship between game-related events and the value of the Boston Celtics. If the market does not
respond to game-related news that may materialy effect the financia condition of the firm, then
perhaps the market is not efficient in interpreting the news, and/or the events are anticipated prior to
their press coverage or occurrence, and/or investors do not consider the announcements as
significant, and/or investors are aware of the financia implications of the announcements but choose
to deliberately disregard their significance. If investors are weath-maximizing, then this latter
behavior would be irrational.

We find significant reactions on Boston Celtics stock around game-related announcements
during the first two years of public life. After the first two years; however, the Boston Celtics stock
becomes insensitive to game-related news that potentially may impact on future cash flows. Rather
than conclude the market as inefficient in interpreting and responding to these announcements, we
provide evidence that a client shift may be responsible for this unconventional behavior in the stock.
Whileinditutions actively traded and reacted to information that may affect their wealth during the
early years of public life, they liquidated their holdings after the first two years. The remaining
shareholders are investor-fans that find value in the mere ownership of the team, rather than from
traditiona cash flows or other financia rewards. As such, the investor-fan is a permanent shareholder
with no intention of trading, regardless of what the implications from the information may be. The
next sections describe the data and empirical design for the study, present the results of the market
reactions to Boston Celtics game-related news, and offer the Conclusions.

DATA AND EMPIRICAL DESIGN

The Boston Celtics raised $30 million through their IPO on the New Y ork Stock Exchange
on December 4, 1986. The sample period of our study includes the first day of trading and ends on
May 5, 1995. The data spans eight complete seasons and one partia season (1986/87), and
comprises 2,252 observations of daily returns, which are obtained from the Center for Research in
Security Prices (CRSP). As the calendar year does not correspond to the basketball season, we
organize the data to include a complete basketball year. Thisis analogousto afirm that has afisca
year different from the caendar year. For our study, the basketball year begins on the day of the first
officia regular season game and ends on the day preceding the first game of the next season. For
example, the 1992/93 basketbal year begins on the day of the first regular season game and ends the
day before the first game of the 1993/94 season. The CRSP value-weighted market index represents
the returns for the market.

Proceedings of the Academy of Accounting and Financial Studies, Volume 3, Number 2 Las Vegas, 1998



Allied Academies International Conference page 81

A dummy variable event study methodology is constructed to examine stock behavior around
severd variables. Equation 1 regresses daily Boston Celtics stock returns, (R), for the first trading
day after any game-related information, (i), on the CRSP value-weighted index and two dummy
variables representing good news (GNEWS) and bad news (BNEWS). GNEWS is coded 1 for
favorable news and O otherwise. BNEWS is coded 1 for unfavorable news and O otherwise. These
announcements include primarily wins/losses and playoff results. Wins in the regular season or
playoffs are considered good game-related news (GNEWS) because they can trandate into higher
cash flows for the firm. Losses or injuries to starting players are unfavorable game-related news
(BNEWY) because they could jeopardize the ability of the firm to produce higher cash flows. Since
some consecutive games are scheduled for holidays or weekends, we treat two game wins during the
market closure as a single win (good news). Two losses during the weekend or market closure are
treated as a single loss (bad news). If the team had a win and a loss during the period where the
market is closed, the first trading day is coded O.

R = o + B,MARKET + B,GNEWS + B,BNEWS (1)

Many different game-related newsitems are included in Equation 1. To isolate the impact of
specific types of game-related announcements on firm value, we organize the data into four
categories: (1) if the team won or lost during the regular season; (2) the performance of the team
compared to expectations represented in the point spread of the betting line; (3) if the team won or
lost when it was favored or the underdog; and (4) the performance of the team during the playoffs.

Equation 2 measures only the reaction of the stock to the team winning a game (WIN) or
losng agame (LOSS). All other game-related announcements are excluded in order to expose the
pure game performance impact on stock returns. We expect wins to be positively related to returns,
and losses to have a negative relationship if investors believe that performance on the court effects
cash flows and firm value. A (1,0) coding is assigned to the two dummy variables; 1 for WIN and
0 otherwise, 1 for LOSS and 0O otherwise.

R = o + B,MARKET + B,WIN + B.LOSS )

Innovative adaptations of the traditional research testing stock market efficiency have been
applied to the sports betting market, which is proxied as a quantitative measure of expectations
(Tryfoset d, 1984; Zuber et al, 1985; Gandar et al, 1988; Camerer, 1989; Brown and Sauer, 1993;
Brown et al, 1996). These studies examine the relationships between point spreads and the betting
lines and stock performance. In our study, expectations about game performance are represented by
the closing betting line from the Stardust Race and Sports Book obtained from Computer Sports
World.

Sometimes a team meets expectations and wins when it is favored or loses when it is the
underdog. A team can aso underperform and lose when it is favored. A team that exceeds
expectations is one that wins when it is expected to lose. However, the betting line provides more
information than smply who is favored to win. The favorite is usually assigned a margin of points
by which it is expected to win. Expectations are, thus, not merely formed asawin or aloss, but the
magnitude of the win or loss are integrated into the prediction. A team could be favored to win, but
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after winning it is still considered aloser according to the betting line because the margin of points
is not reached. On the other hand, ateam could lose the game it is expected to lose, but be classified
a winner because it prevented the opponent from achieving the expected margin of victory. This
would be similar to the conventional finance concept involving earnings expectations where afirm
could have positive earnings — a winner — but still end up losing to expectations because the
magnitude of earnings, although positive, is lower than expected. The usual stock response is to
penalize the firm. Alternatively, a firm could produce negative earnings but experience a positive
stock reaction because the margin of loss was less than expected.

In like manner, we test the relationship between stock performance and the betting line in
Equation 3 to determineif investors consider this dimension of game performance in firm valuation.
BEATLINE represents the team beating the line and exceeding expectations; LOSELINE iswhen
the team falls short of expectations. The two dummy variables are coded 1,0 as above, depending
on their performance against the line.

R = o + B,MARKET + B,BEATLINE + B,LOSELINE ?3)

In Equation 4, WINSURPRISE represents experts' belief that the Celtics will lose a game
when, in fact, they win. This dummy variable regression is similar to that of Equation 3, but it does
not incorporate the size of margin or line. 1t smply looks a which team is favored and the fina
outcome of the game. LOSESURPRISE iswhen awin is expected, but aloss occurs. If cash flows
are related to game performance, then we would expect to find a positive stock response after an
unexpected win and a negative reaction after an unexpected |oss.

R = o + B,MARKET + B,WINSURPRISE + p,LOSESURPRISE (4)

Equation 5 measures the relationship between returns and playoff performance. WINPLAY
is a dummy variable representing the day following awin in the playoffs, LOSEPLAY is the day
following a playoff loss. If the team wins a playoff game, then there is an increased chance of higher
revenues and earnings through the various cash flow generators. A playoff lossis associated with a
higher chance of lost (or forfeited) revenues and earnings. That is, the team is one game closer to
the end of the season. WINPLAY iscoded 1 for awin and O otherwise. LOSEPLAY is 1 for aloss
and O otherwise.

R = o + B,MARKET + B,WINPLAY + B,LOSEPLAY (5)

Equation 6 considers stock returns and the team’s elimination from the playoffs. Thisis
usudly adisgppointing event for two reasons. First, the cash flow stream that ticket and concession
sales, and television and radio contracts produce has ended. The team has played their final game of
the year. Second, fan passion and enthusiasm for a team that ultimately wins the championship is
usually manifested in higher sales of apparel and other team-related merchandise that adds to
corporate financials long after the season has ended. Upon playoff elimination, this source of revenue
has likely peaked. LASTGAME is a dummy variable representing the termination of the team’s
season and, as a consequence, the certainty of no further (or higher) revenues and earnings generated
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from additiona games. Of course, only seasons in which the team qualified for the playoffs and was
in contention for achampionship can form this sample. The LASTGAME variable does not include
years where the team was excluded from playoff participation.

R = o + B,MARKET + B,LASTGAME (6)

Each of the models presented above is designed to test the relationship between the
performance of the sports team component of the Boston Celtics and the underlying stock. A
significant relationship between the two provides evidence that investors believe that the financid
condition of the Boston Cdlticsis directly tied to how well the team does on the court. Such behavior
should not be surprising given that the product the Celtics offer is basketball games. If the product
is perceived to be inferior (a loser) and goes out of favor, then cash flows should certainly be
impacted. It would then not be surprising to find that stock returns and the prospects for lower cash
flows are negatively related. On the other hand, a product of high quality that is enthusiastically
purchased by consumers can aso impact cash flows. We expect to find that success on the basketball
court and stock returns have a positive relationship, and that losing on the court has a negative effect
on stock returns.

RESULTS

Table 1 presents the results for the game-related announcements during the entire sample
period. The dataincludes team performance, injuries, retirements, resignations, and any other news
directly related to the team. A significant positive relationship is observed between returns and
favorable game-related news. A wesker relationship is observed with unfavorable game-related news.
The relationships during the overdl sample period may not explain what is occurring in the individual
years, however, so additiona tests are performed.

Tablel
Market Reaction of Boston Celtics to Game-Related News
Ri = a+ bIMARKET + bh2GNEWS + b3BNEWS

Y ear a MARKET GNEWS BNEWS R2 F
1986-95 00005 01793 00047  -0.0029 0.0163 12.462
(1804) (5.604) (1953)  (-1.426)

MARKET = CRSP value-weighted market return

GNEWS = favorable news
BNEWS = unfavorable news
[-statistics are in parentheses
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Table 2 summarizesthe investor response on Cdtic’s stock the first trading day after a game.
If thefinancid condition of the firm can be impacted by the outcome of games, then we would expect
returns to be positive following wins and negative after aloss. During the overall period, the market
penalizes the firm for losses. Wins, on the other hand, are not related to returns. Upon closer
inspection, however, we find that during the first two years of public life the firm responds
significantly for three of the four variables. The only insignificant relationship is found for wins
during thefirst year of public life. [Although the coefficient isinsignificant at every reasonable level,
the magnitude of the t-statistic is the third highest, by a wide margin, indicating that despite the
finding of no sgnificant relationship, some interaction between wins and returns during that year may
still exist.]

Table 2
Market Reaction to Boston Celtics Game Performance
Ri = a+ bIMARKET + b2WIN + b3LOSS

Y ear a MARKET WIN LOSS R2 F

1986-95 00008 01878 00005 -0.0035 0.1210 15529
(2.481) (5.869) (-0.610) (-3.546)

1986/87 0.0016 0.2906 0.0033 -0.0127 00755 10.327
(-1.258) (4.652)  (1.159)  (-2.780)

1987/88 0.0014 01681 00056  -0.0103 0.0089 6.779
(1372) (2113) (2376)  (-3.100)

1988/89 0.0015 -0.1214 -0.0018  -0.0024 0.0223 0.745
(1561) (-1.025) (-0.672)  (-0.931)

1989/90 0.0013 02194 -0.0017  -0.005 00127 1.893
(1139) (1.919) (-0.594)  (1.330)

1990/91 0.0014 01183 -0.0006 -0.0036 0.0151  1.027
(1695) (1.256) (-0.298)  (-1.309)

1991/92 0.0007 01190 00001  -0.0045 0.0224 1.270
(0.882) (1.107) (0.003)  (-1.638)

1992/93 00015 00599 -0.0046 -0.0045 0.0115 1.893
(1652) (0.351) (-1.926) (-1.626)

1993/94 0.0004 02226 00002 00028 0.0044 0.969
(0.420) (1.352) (0.068)  (1.054)

1994/95 0.0010 0.0817 00021  -0.0002 00117 0.368
(1293) (0.522) (0.855)  (-0.333)
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ARKET = CRSP vaue-weighted market return
IN = team winning the game

OSS = team losing the game

-statistics are in parentheses

Consolidating the information presented in Table 2 shows that the firm responded in a
significant way during the first two years to team performance on the court. Positive (negative)
reactions to wins (losses) is consstent with the notion that the outcome of games can materialy effect
the cashflow stream of the firm and, correspondingly, stock returns. Curious, however, is the
vanishing of asignificant relationship between team performance and returns after the first two years.
It seems irrational at worst, and perplexing at best, for investors to relate firm vaue to team
performance during the early years of public life, and then deem the two unrelated for the remaining
seven years of the sample period. Perhaps this philosophical change in valuation can be attributed
to a shift in the demographic profile of the shareholders. We will return to this proposition later in
the paper.

Table 3 presents evidence that no significant relationship is observed between the team beating
or losing the line and the returns on Celtics stock. Thisis consistent with the hypothesis that returns
arerelated to the ability of the firm to generate cash flows. The critical determinant for future cash
flows is whether the team wins or loses, rather than the degree by which the team wins (or loses).
It should not be surprising, therefore, to find no relationship between the line and returns.

Table 3
Market Reaction to Performance of Boston Celtics Against the Betting Line

Ri =a+ bIMARKET + b2BEATLINE + b3LOSELINE

Y ear a  MARKET BEATLINE LOSELINE R2 F

1986-95 0.0009 01836  -0.0005  -0.0021 0.0166 12.658
(2.600) (-5.731) (-0.583)  (-2.276)

1086/87 -0.0016 02831 00015  -0031 00861 7.07
(-1.237) (4450)  (0.446)  (-0.881)

1087/88 0.0017 0135 00011  -0.0017 0013 109
(1.602) (1.649)  (0.389)  (-0.619)

10988/89 0.0014 -0.1123 -0.0002  -0.0026 0.0086 0.72
(1411) (-0.942) (-0.067)  (-1.044)

1989/90 0.0015 02215  -0.002  -0.0057 0.0275 2348
(1327) (1.943) (-0612) (-1.774)

1990/91 0.0014 01117 00001  -0.003 00127 1.066
(1629) (1.187)  (0.053)  (-1.288)
1991/92 00006 011  -0.0007  -0.0012 0.0057  0.479
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(0.760) (1.103) (-0.352) (-0.518)
1992/93 0.0016 0.0371 -0.0066 -0.0032 0.0298 2.542
(1.735) (0.217) (-2.604) (-1.201)
1993/94 0.0003 0.2281 0.0011 0.0038 0.0142 1.193
(0.293) (1.387) (0.369) (1.319)
1994/95 0.0012 0.0615 0.0001 -0.0008 0.0012 0.101
(1.572) (0.393) (0.005) (-0.349)
MARKET = CRSP value-weighted market return
BEATLINE = team performing better than predicted by the betting line

| OSEL INE = team performing worse than predicted by the betting line
[-statistics are in parentheses

Table 4 shows that during the first two years of public life, the Boston Celtics exhibit a
significant negative reaction if the team is expected to win (favored by the line) but ends up losing.
This observation is similar to that of “negative earnings surprise” that has recelved a great deal of
attention in the finance literature (Latane and Jones, 1977, 1979). Specificaly, firms expected to
generate positive earnings are penalized if earnings come in as losses or less than expected. On the
other hand, firms are not rewarded with significant positive returns when the team is expected to lose
but, ingtead, winsthe game. No significant positive reaction is associated with this “positive earnings
surprisg’. Since wins increase the possibility of the firm attracting higher revenues through playoff
money, concessons, etc., thisresult is puzzling. Perhapsthe Celtics have a substantial permanent fan
base that will support the team even in bad times. [f this group is large enough (and passionate
enough), then cash flows would not be significantly impacted when the team dumps because fan
support - and the corresponding cash flows generated by these fans - is never in jeopardy.

Even more interesting, though, isthat after thefirst two years of public life, returns no longer
react to even the negative surprises. A possible explanation may be that during the 1988-1995 period,
the team was not very good and most close to the game did not expect the team to win many games.
This does not explain, however, the inggnificant reaction when the team is expected to lose but wins.
For abad team to win a game, the “positive earnings surprise’ should be substantial because of the
rarity of such an occurrence. After the first two years, however, the market did not significantly
respond to variation in game performance from that which was expected. Instead, it actually became
insengitive to the unexpected outcomes of game performance. We will address this issue later in the

paper.
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Table4
Market Reaction to Performance of Boston Celtics
Against Expectations and Game Outcomes
Ri =a+ bIMARKET + b2WINSUR + b3LOSESUR
Y ear a MARKET WINSUR LOSESUR R2 F
1986-95 0.0086  0.1855 -0.0018 -0.005 0.0209 15.968
(2.861) (5.804) (-1.150)  (-3.751)
1986/87 -0.0015 0.2807 0.0158 -0.0099 0.1089 9.166
(-1.258) (4.472)  (1.595) (-2.041)
1987/88 0.0022  0.1349 0.0064 -0.0122 0.0555 4.875
(2.336) (1.671) (2.077) (-3.214)
1988/89 0.0011 -0.1237 0.001 -0.0037  0.0072  0.603
(1.298) (-1.044) (0.163) (-0.842)
1989/90 0.0011 0.2244 -0.0041 -0.0038 0.0201 1.705
(0.999) (1.956) (-0.832) (-0.884)
1990/91 0.0012 0.1152 -0.0021 -0.0015 0.0079 0.658
(1.584) (1.221) (-0.494)  (-0.527)
1991/92 0.0005 0.1226 0.0013 -0.0032 0.0086 0.719
(0.661) (1.135) (0.362) (-0.957)
1992/93 0.0012 0.0417 -0.0102 -0.0059 0.0362 3.109
(1.455) (0.247)  (-2.691)  (-1.546)
1993/94 0.0008 0.2416 -0.003 0.0076 0.153  0.003
(0.819) (1.461) (-0.614) (1.278)
1994/95 0.0015 0.0674 -0.0032 -0.0052 0.0112 0.947
(2.020) (0.435) (-1.038) (-1.302)
MARKET = CRSP value-weighted market return
WINSUR = team winning game that it was expected to lose
| OSESUR = team losing game that it was expected to win
-statistics are in parentheses

If awin in the playoffs increases the possibility of higher revenues, then a significant market
reaction should be observed. Table 5-Panel A provides evidence that during the first two years, the
stock reaction was indeed related to the playoff performance of the team. Surprisingly again,
however, after the first two years of public life Celtics' stock no longer reacts to playoff wins or
losses. The fact that the team wins or loses in the playoffs and gains or forfeits the associated cash
flows becomes a nonevent to investors. Consistent with several other relationships described above,
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however, is the marked difference in the behavior of the stock during the first two years and in the
subsequent years.

Table 5

Panel A
Market Reaction to Performance of Boston Celtics in the Playoffs

Ri =a+ bIMARKET + b2WINPLAY + b3LOSEPLAY

Year a  MARKET WINPLAY LOSEPLAY R2 F

1986-95 0.0062 0.1872  0.0069 -0.0118  0.0263 20.242
(2139) (5.873) (2560)  (-4.567)

1986/87 -0.0015 02955  0.0075  -0.0211 01323 114332
(-1.334) (4.768)  (1.448)  (-3.262)

1987/88 -0.0014 01396  0.0271 -0.0155 0.1066  9.908
(-1613) (1.793)  (4.343)  (-2.710)

1988/89 0.0011 -0.1259 * -0.0147 00137 173
(1.330) (-1.068) (-1.544)
1989/90 0.0008 0.2272 00001  -0.0129  0.0197 1.668

(0.752) (1.982)  (0.002)  (-1.370)

1990/91 00012 01121  -0.0006  -0.0048 00086 0.718
(1530) (1.187)  (-0.094)  (-0.819)

1991/92 0.0005 01094  -0.005 -0.0006  0.0076  0.639
(0.675) (1.019) (-0.910)  (-0.075)

1992/93 0.0005 00364  -0.0007  -0.0308 0.0008 0.069
(0.618) (0.213)  (-0.050)  (-0.405)

1993/94 * * * * * *
1994/95 0.0012 0.0671 * -0.0014 0.0008 0.105
(1.638) (0.431) (-0.174)
Panel B

Market Reaction of Boston Celtics to Playoff Elimination
Ri =a+ bIMARKET + b2LASTGAM

Year a  MARKET LASTGAM R2 F
1986-95 0.0006 0.1855  -0.0177 0.0208 23.952
(-2.169) (-5.805) (-3.878)
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ARKET = CRSP vaue-weighted market return
INPLAY = team winning gaming in the playoffs
OSEPLAY = team losing game in the playoffs
ASTGAM = team diminated from playoffs

= team not in playoffs or did not win a playoff game
-statistics are in parentheses

A dgnificant negative reaction by the market the day after the firm has been mathematically
eliminated from playoff contention or actually eliminated from the playoffs themselvesis presented
in Panel B of Table 5. Thisresult is expected since the ability of the firm to generate cash flowsis
largely dependent on the team participating in games. If a certainty emerges concerning the limitation
of games in which the firm can produce revenues from tickets, parking, concessions and television
coverage, then anegative reaction should occur. Once the team is eliminated from contention, little
or no further revenues are produced from those sources. An opportunity cost is thus created whereby
the firm forfeits potentia revenue through its elimination from future games.

Some potentidly disturbing relationships are observed between the performance of the Celtics
on the basketbal court and in the financial market. There appear to exist two Boston Celtics. Stock
returns for the 1986-1988 Celtics respond significantly to wins and losses and playoff performance.
When the team wins or loses during these first two years of public life, the stock price movesin the
expected direction. Wins are related to stock gains and losses are related to stock declines. This
behavior is comparable to that of traditional firms that generate information that is absorbed and
interpreted by the market as cash flow increasing or cash flow decreasing. Wins are linked to higher
cash flows and the market efficiently responds with positive movements. Losses trandate to lower
cash flows and the market pendizesthe firm. This behavior is exactly as predicted in the registration
statement of the Florida Panthers.

The Cditics following the 1987/88 season, however, exhibit no significant relationships
between returns and team performance. The market does not respond to wins or losses. The market
is not sengitive to the playoff performance of the team. It appears that the stock isimmune to game-
related information that could effect cash flows. Thisis surprising and suggests that either the market
has been inefficient or investors have been irrational since 1989 in interpreting and valuing this
information.

We believe, however, that the absence of a market reaction after the first two years to game-
related information can be explained by a client shift that has occurred with the stock of the Boston
Cdtics. Ingtitutions are often substantial and active owners of newly public firms. As such, during
thefirst two years of the Celtics public life, institutions may have traded on information that would
effect cash flows because their ownership is motivated by maximizing wealth. If the financia
prospects for the firm change, institutions will buy or sell, based on impending improvement or
deterioration in the cash flow stream.

Table 6 showsthat aplunge in volume occurred after the 1986/87 season. The average daily
volume during the first season is 9,468 shares.®> The second year produced 4,689 traded shares on
the average day. The following seven seasons reflect a steady decline in average daily volume,
indicating that the stock has become subgtantialy less liquid. The most recent trading activity for the
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sampleis 2,117 shares on the average day. Thislack of volume and the insensitivity in the stock price
to game-related news suggests that investors may not be concerned about the ability of the firm to
generate cash flows. Such behavior would be irrational for wealth-maximizing investors.

Table 6
Ownership Profile of the Boston Celtics
# of # of Shares Holdings per Institutional % of Average Dally
Institutional
Year  Shareholders Outstanding  Average Holdings Ownership Trading
Sharehol der Volumel
1986 1,890 6,435,000 3,404.8 555,000 8.62% 12,306
1987 35,815 6,435,000 179.7 18,300 0.28% 9,468
1988 48,740 6,435,000 132.0 54,100 0.84% 4,689
1989 54,469 6,435,000 118.1 12,500 0.19% 4,794
1990 58,907 6,435,000 109.2 49,300 0.77% 3,755
1991 62,269 6,435,000 103.3 49,700 0.77% 3,247
1992 65,254 6,435,000 98.6 11,600 0.18% 4,203
1993 65,814 6,419,000 97.5 53,100 0.83% 3,160
1994 65,834 6,400,000 97.2 36,700 0.57% 2,973
1995 66,056 6,400,000 96.9 25,000 0.39% 2,117
All figures are through calendar year-end.
1 The average daily trading volume for the basketball-year is not materially different from that o
the calendar-year.

We believe, however, that a different and unconventional ownership base in the Boston
Cdtics emerged after the first two years. The magjority of new owners are investor-fans. They are
proud to own a piece of sports history and may even display their Celtics' stock certificate in a
conspicuous location in their home, rather than hold it in a safe deposit box or in street name with a
broker. The primary value of ownership for these investorsisin the title to the team, rather than in
any potentid cash flow stream the company may generate. Celtics stock to these investor-fansis a
piece of sports memorabilia, and they have no intention of selling. Ownership is permanent because
the dominant value is not in the cash flow stream associated with it, but in the pleasure of being an
owner of alegend in sportshistory. Theinvestor-fan isloyd to the team when it wins or loses. Cash
flows stimulated by more wins or losses are, therefore, irrelevant. As such, investor-fans do not
motivate their trading based on game-related information and, hence, the volume and price sensitivity
of the underlying stock show substantial declines.
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To further support our contention that a client shift explains the curious returns behavior of
the Boston Cdltics, we find that the number of shareholders dmost doubled during the sample period.
Table 6 identifies the number of shareholders at the end of 1986 as 1,890. By 1995 that number grew
to 66,056 (Moody's, 1995). With more shareholders, we would certainly expect more liquidity;
however, we find the opposite. The higher number of shareholders actually accounts for only a
fraction of the volume that was present when there were fewer shareholders, indicating that these
current shareholders are not trading.

In addition, the number of shares outstanding throughout the sample period has remained
constant at around 6,400,000 (Moody's, 1995). After the first two years, the number of shares held
by the average Boston Celtics owner has steadily declined to the current 97 shares. Since the
conventional unit of trading isin multiples of 100 shares, it is very unusual to find that the average
share position isless. For comparison, the average ownership position of AT& T, the most widely
held company, isdmost 700 shares (ATT, 1995). If the stakes of insiders, officers and institutions
were deducted, the average number of Boston Celtics shares held by the remaining ownership base
(investor-fans) iseven smadler. Findly, after the first year of public life, institutions liquidated almost
their entire holdingsin the Celtics. Table 6 dso presents a summary of institutional holdings. During
thefirst year, 1986/87, institutions owned about 9% of the outstanding stock. Since that year, they
have held virtualy no shares. The highest level of institutional ownership isin 1988/89 with 0.84%.
Conversaly, during the early life of the firm, non-ingtitutions represent about 90% of share ownership.
After the first year, this figure has averaged about 99%. The first two years of public life are
associated with a significant relationship between returns and game-related news. The remaining
years in the sample period, however, show no relationships. The only major structural difference
between the periods is a demographic one — the apparent profile of shareholders. Since institutions
liquidated most of their holdings during the first period, and stock returns show no relationship to
news during the second subperiod, ingtitutiona trading during the first period must be responsible for
the majority of sensitivity in those early returns. If the ownership profile of the average investor
during the second period is that of an investor-fan, their passion for the Celtics may explain the lack
of trading and insengtivity to news that may influence cash flows. They were present during the first
period, but the active presence of institutions created the sensitivity. In effect, 9% of the owners
(ingtitutions) responded to the information produced by the court performance of the Celtics, while
the other 91% of the owners (or the vast mgority in this group) considered the information irrel evant
given their reasons for becoming ownersin the first place. After the departure of the institutional
owners, there was no one left (or anumber so small that it did not matter) that cared to respond to
the financia information.

CONCLUSIONS

With more sports teams recently turning to the equity markets for funding, it appears that a
new type of investor has emerged — one that is insengitive to traditional financial information. This
investor may be afan so passionate about the team, that mere ownership provides al of the valuein
the investment. The ability of the firm to produce cash flows may be an irrelevant issue. Passion
exhibited by sports fansis not anew phenomenon. The newsiis filled with stories describing fan riots
at European soccer matches. Individuals have even been killed and robbed for their shoes or jackets

Proceedings of the Academy of Accounting and Financial Studies, Volume 3, Number 2 Las Vegas, 1998



Allied Academies International Conference page 92

endorsed by professional teams or specific athletes. Fansin transit to NASCAR events proudly fly
the flag of their favorite driver on their car window. Basketball, baseball, football and hockey team
apparel can be found in the closets of most homes. The heroes for many children and adults are
professiona athletes. It seems plausible that another dimension of this passion may be manifested
through ownership in the beloved team. Although it appears that the market is inefficient in
responding to important events in the life of the Boston Celtics, it may instead be that the profile of
the investor has changed from one valuing the cash flow ability of the firm, to one finding value in
simple ownership. The trading behavior of these investor-fans gives new meaning to the term “buy-
and-hold strategy”.
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ABSTRACT

Several papers have examined the impact of auditor tenure and non-audit services and the
impact of materiality of changes as a indicator of the type of an opinion that would be given on an
audit. The main alternatives are an unqualified ‘clean,” opinion, a unqualified opinion with
explanations or a qualified opinion.

Frequently included in the various studies were the firm's debt ratio and size. This paper
expands the financial statement analysis by examining the relationship between several standard
financial ratios and the type opinion issued.

The analysisincludes both t-tests for differencesin meansand logistic regressions. The time
periods 1977-1987 and 1988-1996 were tested separately due to changes in audit reporting
standards as a consequence of SAS 58. The results, in almost all cases, are as expected and
significant at the 1% level of confidence. Qualified opinions or unqualified opinions with
explanations are associated higher debt ratios, lower current ratios, lower returns on sales, and
lower total asset turnover ratios. Qualified opinions were associated with smaller firms, as
measured by either sales or total market value. Unqualified opinions, with explanations, were
associated with larger firms.

The paper also examines the impact of SAS 58 which changed the requirements for a
‘qualified opinion’ and an ‘unqualified opinion with explanation’, and found a very significant
change in the types of opinionsissued after the release of SAS58.

INTRODUCTION

When an auditor issues an opinion on a company’s financial statements, it can issue a
unqualified “clean” opinion if the financial statements are prepared on a consistent application of
generdly accepted accounting practices (GAAP) or if any changes are immaterial. SAS No. 58,
issued in 1988, allowed an unqualified opinion with explanation in cases where the changes were
material, but acceptable to the auditors. Prior to SAS No. 58, material changes would have required
a qualified opinion. In all cases, changes or other factors that are not acceptable to the auditors,
would require a qualified opinion, an adverse opinion or require the auditor to refuse to give an
opinion, depending the severity of the changes [O'Reilly, et al, 1990].

Severa papers have looked at the impact of various factors on the type of audit opinion that
may be given on afirm’sfinancial statements.
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Ortegren, Reed and King [1998] found some weak evidence of relationship between the level
of non-audit services and the type of audit opinion given. Included in the probit analysis was the
company’s debt ratio (long term debt to total assets) and size (natural log of total assets). Qualified
opinions were positively related to both of these factors, and they were both statistically significant
at a5% level for the entire time sample studied (1977-1981).

Jordan, Smith and Clark [1998] found that auditors frequently add explanations to unqualified
opinions even when the changes are immaterial. Included in the logit model were the log of the
company’ stotal assets and the total equity to total asset ratio (roughly the reverse of the debt to total
asset ratio). Thetotal equity to total asset ratio was statistically negatively related to the likelihood
of aan explanation being added, ie, the more equity (less debt) the less likely an explanation would
berequired. Thelog of total size was positively related to opinions with explanations, however the
coefficient was not significant.

This paper builds upon the results of the above mentioned papers that found that debt ratios
and firm size may be related to the likelihood of receiving a clean opinion and adds severa other
standard financial ratios to the analysis.

DATA SET AND METHODOLOGY

The data for this paper was derived from the Compustat Industrial Annual datefile. All
companies with SIC industry codes from 2000 (food and kindred products) to 5999 (retail stores)
from 1977 to 1996 were included. Examples of excluded industries include financia firms, mining
firms, construction firms, and service firms. The data set consisted of over 5,000 firms with an
average of approximately 10 years of data per firm, over 50,000 observations.

The variablesincluded current assets, current liabilities, total assets, total common equity, net
income, dividends, shares outstanding and price per share. Since Compustat does not report total
current assets and total current liabilities for companies that are required to consolidate financial
subsidiaries, the sub-catagories for these accounts were downloaded and combined to give the values
used in the analysis.

The variables were used to calculate the current ratio (CR = total current assets divided by
tota current liabilities), the debt ratio (DR = one minus total common equity divided by total assets),
return on sales (ROS = Net Income divided by Total Sales), total market capitalization (MktCap =
price per share times shares outstanding), Total Asset Turnover (TATO = Sales divided by Totd
Assets) and Dividend Yield (YIELD = Dividends per share divided by Price per share).

In addition, adjusted values for some of the ratios were computed to offset problems with
skewness (natural log of total sales and natural log of MktCap were generated) and outliers. For
Return on Sdes, values less than -1.0 were recoded to -1.0 and values greater than 1.0 were recoded
to 1.0 for variable ROS1. The extreme values for Return on Sales were usually associated with
smaller firms. One company had recorded sales of $1,000 and a net loss of $4,500,000, giving a
return on sales of — 450,000%. Thiswas a new company that had just gone public and had not yet
started selling its product. Likewise the current ratio and debt ratios were banded to eliminate
extreme values.

Since many of the extreme value ratios seemed to be associated with smaller firms, an
alternative approach to reducing their impact was to eliminate firms with sales or total market
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capitaization less than $500,000 (diminated 1,161 observations out of 51,914), less than $1,000,000
(eliminated 2,042 observations) or less than $5,000,000 (eliminated 7,515 observations).

The Compustat dataset includes avariable for auditor’s opinion which is coded as unaudited,
unqualified, unqualified with explanation, qualified, no opinion, or adverse opinion.

The results of this study are dependent upon the codes that Compustat has given to the
opinions. Therefore the criteriathat Compustat uses to determine the codes are given below to make
it clear how they catagorize an opinion [Compustat, 1994].

The opinion is coded as ungudlified if the financial statements reflect no unresolvable
restrictions and the auditor has no significant exceptions as to the accounting principles , the
consistency of their application and the adequacy of information disclosed.

An unqualified opinion with explanation is given when an auditor expresses an unqualified
opinion but has added explanatory language to the auditor’ s standard report.

A qualified opinion is coded if the statements reflect the effects of some limitation on the
scope of the examination or some unsatisfactory presentation of financia information, but are
otherwise presented fairly. It isaso given if the company isin liquidation, even if not otherwise
qualified, or if the statements do not fairly present the financia position of the company.

No opinion is given if the auditor refuses to express an opinion regarding the company’s
ability to sustain operations as a going concern.

Finally, an adverse opinion is given when the auditor expresses an adverse opinion on the
Statements.

Upon examining the data, it became clear that the analysis would have to be done in two
sections. The introduction of SAS No. 58 in 1988 had a significant change on the type of opinions
issued (See Figure 1). Before 1988, between 5% and 10% of the opinions issued were qualified with
effectively no unqualified opinions with explanations. After 1987, unqualified opinions with
explanations accounted for 20% to 45% of the opinionsissued and qualified opinions dropped to less
than 1%.

Figure #1
Type of Opinion, by Percentages
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In each of the two periods, the data were divided into two groups, those that received an
unqualified opinion and al others. Given the nature of the data, the ‘al others group is primarily
qudified opinionsin the pre-1988 period and unqudified opinions with explanations in the post-1987
period. There were 19,384 observationsin the first period that had a compl ete set of data and 32,530
in the second.

T-testsfor the difference in means for each of the ratios for the two groups for each period,
and for each of the various subsets of data and types of adjustments were calculated. In addition,
logit models were run using the ratios discussed above and the various adjustments.

Asafind set of tests, the logit models were run using the ratios one year in advance and two
years in advance of the auditor’s opinion to seeif the type of opinion can be anticipated.

RESULTS OF THE ANALY SIS

Thet-testsfound Statistically significant differences (at the 1% level) between the means for
the unqualified group and the ‘al others group for both of the periods for al of the following
variables: sales, total market value and log of total market value, the current ratio and the adjusted
current ratio, the debt ratio and adjusted debt ratio, return on sales and the adjusted return on sales,
and the total asset turnover ratio, with the exception of the current ratio in the first period (2.46%)
and log of total market value in the second period (17.4%). However Dividend Yield was not
significant in either period.

Table #1
Univariate Comparisons
Pre - 1988 |

Clean Other t-vaue Probability

Bales 1378.40 1005.69 2.85 0.439
Market Cap 709.15 383.91 452 0.009
| n(Mkt Cap) 4.43 3.34 19.21 0.009
Current Ratio 3.02 2.22 2.25 2.469
A\dj. CR 1.54 1.21 17.23 0.009
Debt Ratio 0.51 0.85 -34.71 0.009
M\dj. DR 0.50 0.67 -31.66 0.009
ROS (#1) 0.03 -0.13 27.01 0.009
A\dj. ROS 0.02 -0.17 40.94 0.009
otal Asset Turnover 1.43 1.12 13.38 0.009
ividend Yield (#1) 0.026 0.021 0.70 48.439

Post 1987 |

Bales 1191.15 2258.92 -14.20 0.009
Market Cap 1043.57 1642.57 -9.69 0.009
| n(Mkt Cap) 461 457 1.36 17.379
Current Ratio 3.44 2.27 9.55 0.009
Adj. CR 1.59 1.30 30.05 0.009
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ebt Ratio 0.52 3.60 -3.43 0.069
di. DR 0.49 0.60 -37.33 0.009
OS (#1) -0.08 -0.11 2.82 0.489
dj. ROS -0.04 -0.10 18.03 0.009
otal Asset Turnover 131 1.27 3.85 0.019
ividend Yield (#1) 0.016 0.018 -1.05 29.459

#1: Only companies over $1,000,000 in Sales and Total Market

capitalization due to outliers in the smaller companies.

The results (lower debt ratios, higher current ratios, higher return on sales and higher total
asset turnover associated with a clean unqualified opinion for both periods) are consistent with the
hypothesisthat financid difficulties increase the likelihood of receiving less than a clean, unqualified
opinion.

The size variables, sales and total market capitalization were interesting. The differencein
means was significant (at the 1% level) in both periods, with the exception of the log of market
capitalization in the second period. In thefirst period, firms receiving clean unqualified opinions were
larger than the “all others” as measured by the variables but in the second period, they were smaller.
It could be argued that in the first period, with primarily qualified opinions, smaller firms represented
firmsthat were more likely to have problems and thus more likely to receive a qualified opinion. But,
in the second period, primarily unqualified opinions with explanations, larger firms that may have
many divisions or may be involved in mergers and acquisitions, are more likely to need to have an
explanation added to explain changes that take place from year to year.

The results from eliminating the smaller firms by deleting those with sales or total market
capitalization less than $500,000, less than $1,000,000 or less than $5,000,000 were comparable.

The logit models gave similar results. The coefficients were as expected and significant at
amilar levels asthe in t-tests. The one exception is that the return on sales in the second period is
less significant (5.5%) than in the univariate tests.

Table #2

Logit Regressions
Dependent Variable = type of opinion

Pre-1998 |
Number of obs = 19,384
Chi2(5) = 1,172.58
Prob > chi2 = 0.00
Pseudo R2 = 0.11
|_og Likehood = (4,640.4)
Coef. Std. Err zvalue P>|z|
Cr -0.04533 0.0179 -2.5320 1.10%
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ol 2.87676 0.1285 22.3800 0.00%
[0S -0.01565 0.0042 -3.7340 0.00%
mktcap -0.00014 0.0000 -5.3910 0.00%
ato -0.51307 0.0409 -12.5330 0.00%
cons -3.31663 0.1210 -27.4180 0.00%
Post 1987 |
Number of obs = 32,530.00
Chi2(5) = 1,355.12
Prob > chi2 = 0.00
Pseudo R2 = 0.03
|_og Likelihood = (1,898.0)
Coef. Std. Err zvalue P>|z|
Cr -0.04492 0.0054 -8.3880 0.00%
ol 1.07590 0.0439 24.4960 0.00%
[0S -0.00034 0.0002 -1.9150 5.50%
mktcap 0.00002 0.0000 7.2900 0.00%
ato -0.11695 0.0148 -7.9100 0.00%
cons -1.21552 0.0399 -30.4480

The logit models were run with the subsets of data with the smaller firms eliminated and with
the adjusted data and the results were basically consistent. The log of market capitalization in the
second period did become statistically significant at the 1% level when included in the model, while
it was not significant on a univariate basis. As above, larger firmsin the earlier period and smaller
firmsin the later period were associated with clean unqualified opinions.

The next set of logit models used the auditor’s opinion from the year following the year of
the independent variables. For example, the opinionin 1978 was used as the dependent variable with
the 1977 ratios. This gives an opportunity to see if the type of opinion can be forecasted ayear in
advance. The results were smilar to the origind modeswith the exception of the current ratio in the
first period and the return on sales in the second period which were no longer statistically significant.

When the auditor’ s opinion two years in advance was used as the dependent variable, both
the current ratio and the market capitalization in the first period, and the return on sales in the second
period were insignificant, but the other variables remained significant at the 1% level.

SUMMARY AND CONCLUSIONS

Financia difficulties are not a requirement for afirm to receive an audit opinion that is less
than a clean, unqudified opinion. However the results of the Satistical analysis in this paper show that
there is a strong relationship between financial weakness, as measured by the ratios, and qualified
opinions or unqualified opinions with explanations. These results hold with both time periods,
various subsets of the data, and various modifications of the datato adjust for extreme values. The
one significant change that was noted was in the size variables. Clean, unqualified opinions were
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associated with larger firmsin the first period and with smaller firms in the second period. The results
also hold, in general, even one and two years in advance of the opinion.

The results of the study are subject to the type of opinion as coded by Compustat and that the
data consisted of the publicly traded companies that are in the Compustat dataset. The Industria
Annual dataset does not include companies that are no longer in business and thus there is a possible
sdlection biasin the data. Further research could try to include companies that were in the Compustat
dataset in the past, but are no longer there.

Another possible follow up to this study would be to look at the causes of the qualified
opinion or the unqualified opinion with explanations to see if financial difficulties are listed as the
reason for the qualification. Then the financid ratios could be examined for the subsets of data where
the qudification or explanation is based upon financia difficulties and those where the qualification
is based upon other factors.
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AN EMPIRICAL INVESTIGATION OF THE
LONG-TERM EFFECTS OF PERMANENT
LAYOFF ANNOUNCEMENTS

ChrisL. Brown, Southeastern L ouisiana University
Kenneth W. Ridgedell, Southeastern L ouisiana University

ABSTRACT

The purpose of this paper is to investigate the long-term effect of layoffs on shareholder
wealth. Layoffs can be viewed as the termination of negative net present value projects. Therefore,
in the long term, layoffs should increase shareholder wealth. Previous studies have shown that there
IS a negative stock price reaction around the dates of layoff announcements. The findings of this
research are consg stent with previous sudies in finding negative stock price reactions around layoff
announcement dates. However, this research finds that the long-term stock price performance of
firms announcing layoffs is significantly positive. The findings suggest that investors can earn
significant abnormal returns by purchasing stock on layoff announcements.

INTRODUCTION

Analysts on Wall Street often view layoff announcements favorably. They see the layoff
announcements as a sSign that the company is serious about overcoming operating difficulties and they
believe many of the companies will benefit from having a leaner work force. The layoff
announcements usualy include some explanation that the company is losing market share, is
discontinuing a product line, or is streamlining its business operations to become more competitive.
The strategic decisions to downsize the company are described as efforts to be more cost efficient.

Since the god of the firm should be to maximize the market value of the firm's stock,
managers announcing layoffs must believe the layoffs will lead to higher stock prices. The decision
to lay off workers can be characterized as the termination of a project with a negative net present
vaue. Financetheory tdls usthat postive net present vaue investments increase the value of the firm
and negative net present vaue investments decrease the value of the firm. Therefore, the termination
of negative net present value investments should aso increase the value of the firm. Under this
assumption, there should be a positive stock price reaction to layoffs.

Empirical studies on layoffs consistently find that there is a negative stock price reaction to
layoff announcements (Elayan, Swales, Maris, and Scott (1998), Abowd, Milkowitch and Hannon
(1990), Blackwell, Marr, and Spivey (1990), and Worrell, Davidson, and Sharma (1991)). For
example, Abowd, Milkowitch and Hannon (1990) study the effects of various human resource
decisons on shareholder wedth. They find significant negative abnormal returns around the date of
the announcement of layoffs. Blackwell, Marr, and Spivey (1990) study the effect of plant closings
on the market value of the firm. A plant closing is avery significant action by a company resulting
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in a reduction of its work force. Blackwell, Marr and Spivey (1990) find statistically significant
negative cumulative abnormal returns around the announcement date of plant closings.

Recent empirical studies distinguish layoffs based on the reason given for the layoff. These
investigations attempt to categorize layoffs as being for efficiency enhancing/restructuring reasons
or for declining demand/financial distress reasons. Worrell, Davidson and Sharma (1991) study the
effects of layoff announcements on shareholder wealth. They aso find a significant negative stock
price reaction on the daysimmediately surrounding the dates of layoff announcements. They find that
most of the negative price reactions are due to layoffs done for financial reasons. Layoff
announcements attributed to restructuring and consolidation do not result in any significant stock
price reactions around the announcement dates.

Pamon, Sun and Tang (1997) find significantly negative cumulative abnormal returns (CARS)
associated with layoff announcements attributed to a declining demand for the firm’s products and
significantly positive CARsfor firm’s that announce layoffs to improve efficiency. Palmon, Sun and
Tang (1997) aso find higher return on equity (ROE) after the layoffs for firms announcing layoffs
to improve efficiency.

Elayan, Swales Maris and Scott (1998) examine layoff announcements from January 1, 1979
to December 31, 1991. They find sgnificantly negative CARs around the announcement date for all
layoffs. The authors distinguish between the initia reaction to the layoff announcement by
stockholders and the potentia success of the strategy to layoff employees. They argue that investors
may misnterpret the effect of alayoff on the firm's operations and view the layoff as a negative signal
when, in fact, the layoff may a positive net present value decision that increases the efficiency of the
firm in the long run. The authors find firms that announce layoffs, on average, have higher ROE’s
in subsequent periods.

If layoffs can be characterized as the termination of negative net present value projects, or the
strategic decision of the firm to be more cost efficient, why do investors react negatively to the
announcement of layoffs? It is possible that investors may be misinterpreting the information in a
layoff announcement as suggested by Elayan et. d. (1998). This research will examine the long-term
effect of layoffs on shareholder wealth. If firms lay off employees to be more cost efficient, these
firms should perform better after the layoffs. If the initial stock price movement is negative (and
according to previous research it is), the long-term stock price reaction should increase if the layoff
strategy has been successful in cutting costs, making the firm more competitive, or terminating
negative net present value projects.

The hypothesis to be tested is that there is a positive stock price reaction to layoff
announcements over the long term. At the time of the layoff announcement, investors may be unable
to correctly determine whether the news is good or bad. They don't know whether or not the
cutbacks will make the company more profitable. If the long-term stock price reaction to layoffsis
positive, this implies that investors tend to misinterpret the informational content of layoff
announcements.

METHOD
Data

The events examined in this investigation are the announcements of layoffs. The NEXIS-
LEXIS database was used to obtain information on firms announcing layoffs from 1980 to 1991. The
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search was limited to layoff announcements reported in the Wall Street Journal. The search resulted
in gpproximately 200 announcements of layoffs. In order to use the NY SE/AMEX daily return tapes
of the Center for Research in Security Prices (CRSP), only firms with common stock traded on the
New York or American stock exchanges were retained in the sample. This reduced the sample to
112.

TheWal Street Journa Index was used to determine if there were any other announcements
within 90 days of the layoff announcements that could bias the results. Severa firms were eliminated
from the study because of negative earnings announcements within one week of the layoff
announcement. Ten firms were eliminated because they did not have a sufficient number of trading
day returnsto be included in the sample. The final sample consists of 64 layoff announcements.

Procedure
Event study methodology is used to model stock price reactions. We employ a single factor
market model using the following equation to calculate expected stock price returns:
I —q+br +¢, where
the continuously compounded rate of return on security j for period t,
the intercept term,
the covariance of the returns on the jth security with those of the market portfolio,
divided by the variance of the market portfolio's returns,
mt the continuously compounded rate of return on the CRSP equally-weighted market
portfolio for period t, and
g.= theresidua error term on security j for period t.

o e R
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j
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The parameters of the market model were estimated during a 220-day control period that
began 266 days before the announcement date and ended 46 days before the announcement date. The
announcement date (Day 0) is the date that the layoff announcement appeared in the Wall Street
Journa. The market model parameters from the estimation period are used to estimate the expected
returns for each day of the event period. The event period begins 10 days (Day -10) before the
announcement date and ends 500 days (Day 500) after the announcement date.

The abnormal return (ABR,) is the difference between the actua return and the expected
return. Itiscalculated by subtracting the expected return (which uses the parameters of the firm from
the estimation period and the actual market return for a particular date in the event period) from the
actual return (R,) on that date. The equation is as follows:

ABR =R, - (g + bR,
where each of the parameters are as previoudly defined. The average abnormal return for a specific
event date is the mean of al theindividua firm abnormal returns for that date:
where N isthe number of firms used in the calculation. The cumulative abnormal return (CAR) for
each intervd is calculated as follows:

ZABRt
AR = Jl
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T2
CAR, 7,3 AR

The standardized abnormal return method was used to determine if the abnormal returns were
significantly nonzero. The standardized abnormal return (SARy) is calculated as follows:

25

S,

where s, = the estimated standard deviation of AR;. The standardized mean cumulative abnormal
return (SCAR) is

SCAR:=) Ry
T, T,mT+1

whereT, - T, + 1 = the number of daysin the test interval and other variables are as defined earlier.
The test statistic for SCARy, 1, is shown:

N
ZTl,TZZ_z; SCARJ"

1
yNi-

where N is the number of firmsin the sample.
We also perform a nonparametric rank test. The rank test we used is discussed in Corrado
(1989). Thisrank test does not require that the distribution of excess returns be symmetrical.

Hypothesis
The hypothesisis formally stated as follows:

H,: Thereisno long-term stock price reaction to layoff announcements.
H,: Thereisapositive long-term reaction to layoff announcements.

The hypothesisistested by calculating CAR's for the post-announcement period to determine
if there are satitically sgnificant positive CAR's. In order to determine if the sample is comparable
to the samples used in previous empirical research, this study aso testsfor a significant negative stock
price reaction around the announcement date.
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RESULTS

First, the findings indicate that their is an immediate negative stock price reaction to the
announcement of layoffs. The CAR'sare presented in Table 1. The aonormal return for Day 0 is-.75
percent and is significant at the .001 level (Z =-3.30). Thisindicates that the dataset used in this
study is comparable to the datasets for previous empirical studies.

Tablel
Cumulative Abnormal Returns

Event Period CAR Z-Vaue Significance Leve
Day O -0.75% -3.30 <.001

+1to +90 6.87% 2.87 <.05

+1to +262 12.12% 1.87 <.05

+1 to +500 25.00%

More importantly, the CAR's for the post-announcement periods are positive and significant.
For the period +1 to +90 the CAR is 6.87 percent and is significant at the .05 level (Z = 1.88). The
CAR's get larger and more significant as the time period increases. The CAR for the period +1 to
+262 (one year) is 12.12 percent and is significant at the .05 level (Z = 1.87). The CAR for the
period +1 to +500 is 25.00 percent and issignificant at the .01 level (Z = 2.33). Therefore, we reject
the null hypothesis and conclude that there is a long-term positive stock price reaction to the
announcement of layoffs. Thelong-term stock price reaction is extremely large and highly significant.

DISCUSSION

The results of this research indicate that layoff announcements do significantly affect
shareholder wealth. The results support the theory that layoffs alow firms to become more
competitive. Thesefindingsindicate that investorstypically misinterpret the announcement of layoffs
as asignal that the firm is on the decline. They view layoff announcements as “sell” signals. The
initid negative market reaction to layoffs does not appear to be justified based on the performance
of the firmsin the sample subsequent to the layoffs.

Layoffs appear to be an effective method for stemming the tide against poor stock price
performance. Based on this research, investors should see layoff announcements as strong "buy"
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signas. Investors can earn excess returns for prolonged periods of time by investing in firms after
layoff announcements.
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ABSTRACT

From May 1996 to November 1997, the amount of information on the Fortune 150
companies available on the Internet has increased dramatically. In 1997, Petravick and Gillet
published their findings as to the number of the Fortune 150 firmsin America that had a presence
on the Internet, and the extent of that presence. This study retraces the steps of Petravick and Gillet
for a period only 18 months later. For the period of the Petravick study, 68 percent of the Fortune
150 firms were participating in the Internet. By November 1998 our study shows that percentage
up to 94 percent. However, this one number does not demonstrate the true scale of Internet usage
by those firms. Yes, significantly more of the companies are participating in the Internet, but the
levels of activity by each participant are also increasing.

The levels of participation by the Fortune 150 have increased immensely. Firms providing
comprehensive financial information increased 250 percent. Whereas, in 1997, only 22 percent of
firms provided the Internet user comprehensive financial information, 77 percent were doing so in
November 1998. That statistic explains why the number of firms on “ the net” that provided no
financial information has been reduced by 90 percent, while those firms providing limited financial
information has be reduced by 35 percent.

Growth of the volume of information available on the net is only part of the significant effect
of the information explosion. A primary benefit of having financial information on the net is that
the net is very cost effective. Companies may choose the net as the medium to inform stockholders,
while avoiding the expense of mailing glossy printed statements. It is also easier and cheaper to
provide the specific financial information needed by line managers.

Rapid growth of Internet information is causing some problems for management and
regulators. Having financial information on the net makes the information available to competitors
as well as investors. Also, regulating bodies are finding it difficult to apply generally accepted
accounting procedures to a medium that is developing at such a rapid pace. All participants,
however, realize that the clock cannot be turned back. The overall benefits of the new information
age appear to be too valuable to be restrained significantly either by management or by regulators.
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AN INVESTIGATION OF THE SIGNALING
RELIABILITY OF GOING-CONCERN
AUDIT REPORTS

Flora Guidry, University of New Hampshire
Flora.Guidry@unh.edu

INTRODUCTION

A going-concern audit report (GCAR) (for purposes of this study, the term * going-concern
audit report” includes disclaimers of opinion and “ subject to” audit qualifications issued because of
going-concern uncertainties) is generally viewed by financia statement users as an indicator of some
degree of financid distress because the auditor has substantial doubts about the company’ s continued
existence. Professional auditing standards define the auditor’ s responsibility to evaluate aclient’s
going-concern status. This suggests that the profession views the GCAR as an important signal to
financia statement users. Given the auditor’s accessibility to client records and interaction with
management and legal counsel, prior research studies have hypothesized that GCARs have
information content beyond that reflected in the financial statements, and are reliable signals of
subsequent company failure (Mutchler and Williams 1990; Hopwood et a. 1989; Levitan and
Knoblett 1985; Altman 1982). The results, however, have been mixed and the reliability and
usefulness of GCARs remains questionable.

This study explores whether GCARSs can be viewed as areliable sgna of subsequent company
failure. Developing a better understanding of factors affecting signaling reliability should help
financid statement users assess the report’ s information content and relevancy in their own decision
models. In this study, a research model was developed to test the prediction that the signaling
reiability of the GCAR is associated with identifiable client- and auditor-specific factors suggested
by related research. Companiesthat received GCARs between 1982 and 1988 were examined. The
results provide evidence that a company’ s estimated probability of bankruptcy and mitigating actions
or events that occur subsequent to the issuance of the audit report are associated with the report’s
signding relidbility. While the study finds evidence that other client and auditor-specific factors are
associated with the company’ s subsequent failure/non-failure status in the hypothesized direction, the
associated was not significant and suggests a need for further investigation.

RESEARCH MODEL AND HYPOTHESES

Auditing standards specify that the audit report should be modified if an auditor continues to
have substantia doubts about the client’s ability to maintain itself as a going-concern after all
available evidence has been evaluated. However, no precise guidelines are provided as to what
constitutes “substantial doubts’. Asare (1992) presents evidence that auditors may judge a
company’s ability to continue in existence at the same level, but issue different audit reports. He
surmised that auditors differ in their judgment as to what constitutes “substantial doubts’. Lewis
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(1980) suggests that decisions are a function of individua utility functions. Since auditors' utility
functions are likely to differ, decisions could differ across auditors.

Libby (1981) states that judgmental and decision accuracy is, in part, a function of ambiguity
and complexity in the decision-making environment. The ambiguous and complex nature of the
information regarding a client’ s economic status likely affects the level of ambiguity and complexity
in the auditor’ s decison-making environment. This interrelationship suggests that characteristics of
both companies and their auditors will affect the reliability of going-concern reports. Therefore,
client- and auditor-specific factors were examined for their contribution to variability in auditor
judgments and decisions. Client-specific factors include the ambiguity and complexity of information
regarding a client’ s economic status and mitigating actions or events that occur subsequent to the
issuance of the auditor’s report. Auditor-specific factors include the auditor’s level of experience
with respect to the client and the client's industry, and the auditor’ s loss function. This hypothesized
relationship presented in functiona form, is as follows:

P(R) = likelihood that the auditor’ s going-concern signa is reliable

A/IC = ambiguity and complexity level of the client’s information regarding its
economic status

MF = mitigating actions or events that occur subsequent to the issuance of the
going-concern audit report

AE = auditor’ s experience with respect to the specific client and the client’ s industry

LF = auditor’sloss function

In regard to the dependent variable, only companies that received going-concern audit reports
are consdered. That is, the model is designed to explain only why an auditor signals substantia
doubts concerning a client's ability to maintain its going concern status during the subsequent year
and that signal, ex-post, proves to be unreliable. Once a going-concern opinion is issued, the
reliability of that opinion as a signal of client failure can be a very useful piece of information for
financial anaysts and other users of financial statements.

In the audit process, the auditor likely uses some combination of financial and nonfinancia
information to assess whether there are "substantial doubts' about the client's ability to maintain itself
as a going-concern.  Through the use of one of the traditional financia ratios-based bankruptcy
models { Jones 1987; Zavgren 1983), the auditor can assess the client probability of bankruptcy, P(B).
If the client's P(B) is assessed between some unobservabl e threshold levels, the auditor is more likely
to encounter increased ambiguity and complexity with respect to client information. When P(B) falls
above the upper threshold level or below to lower threshold level, the level of ambiguity should be
sufficiently reduced, such that the auditor has an increased likelihood of sending areliable signa of
the company's subsequent economic status.

Between these two threshold levels, however, the auditor may have to consider additional
quantities of information in assessing the clients going concern status, which could increase the level
of ambiguity and complexity in the auditors decision-making environment. This increased ambiguity
islikely associated with a decreased likelihood of the audit report reliably signaling subsequent failure.
Since this study examines only the set of companies that received a going-concern audit report (i.e.
distressed companies), it islikely that the higher the P(B), the greater the likelihood that the audit
report will be areliable signa of subsequent company failure. Thus,
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H1:  Giventhat a going-concern audit report has been issued, the estimated likelihood of
areliable signal increases as the company’ s probability of bankruptcy increases.

In stuations where the auditor issued a GCAR for a company which subsequently does not
fall, the auditor may not have reliably assessed the companies ex post position due to the auditor’s
inability to foresee subsequent mitigating actions or events that affected the company’ s failure/non-
failure status. The relevance of subsequent mitigating actions or events for assessing a GCAR’s
reliability istested in the second hypothesis:

H2:  Subsequent actions/events that mitigate a company’ s financial problems decrease the
likelihood of areliable going-concern audit report.

Theauditor’ s ability to reliably assess a client’s going concern status may also be associated
with certain auditor attributes that affect the auditor’ s decision-making environment. These factors
include the auditor’ s experience with the client and the client’ s industry. An auditor would be remiss
inissuing an audit report where he or she lacked knowledge of the client and the client’s industry.
It can be argued, however, that the longer the time that the current auditor has been auditing a
specific client and the higher the auditor’ s client industry concentration, the more “expert” the auditor
may be. (see Colbert 1989 review for studies on effects of experience on auditor’ s judgments).

In this study, measures of auditor/client relationship tenure and client industry concentration
ratios serve as measures of auditor experience. If the auditor has more experience with the specific
client and more experience auditing companies within a specific industry, he or she may be able to
better assessthe likelihood of the client maintaining its going-concern status. Given the issuance of
a GCAR, it is hypothesized that an auditor with a longer auditor/client tenure and greater client
industry experience has an increased likelihood of sending a reliable signal of the company’s
subsequent financia status to financial statement users.

The increased familiarity with the specific client could lead to atendency not to issue a GCAR
when necessary thereby decreasing the sgnaling reliability of audit reportsin general. However since
only financially distressed companies are considered in this study, the increased length of both the
auditor/client relationship and the auditor’s client industry concentration ratio are expected to be
positively associated with the decreased risk of making a decision that is ex-post unreliable. Thus,
the learning effects of increased experience with the client and its industry are hypothesized to have
a positive influence on the reliability of the auditor’s decision regarding the economic status of the
company as follows:

H3:  Giventhat the auditor has issued a going-concern audit report, the likelihood that the
report isardiable sgna of subsequent company failure increases as the tenure of the
auditor/client relationship increases.

H4:  Giventhat the auditor hasissued a going-concern audit report, the likelihood that the
report isareliable signa of subsequent company failure increases as the proportion
of the industry audited by the client’ s auditor increases.

Proceedings of the Academy of Accounting and Financial Studies, Volume 3, Number 2 Las Vegas, 1998



Allied Academies International Conference page 111

Measures of client size relative to the auditing firm'stotal client base may help explain why
the GCAR isardiable sgnd for some companies, while unreliable for others. Kida (1980) suggested
that an auditor’ sdecison to issue a GCARis, in part, influenced by the perceived outcome of issuing
amodified or clean audit report. Client size relative to the firm's total client base may be viewed as
a measure of the relative risk of lost revenues resulting from the decision to issue a GCAR. This
measure may aso be viewed as a measure of the relative risk of litigation lossif the auditor failsto
send arelidble Sgnd to financial statements users. Thus, this measure can be viewed as a surrogate
for the auditors loss function.

Mutchler and Williams (1990) reported that companies receiving GCARSs tend to be smaller
than companies receiving clean opinions. The increased riskiness of small companies likely results
in an increased probability of failure given existing adverse conditions or events. Incurring coststo
search for mitigating evidence above some reasonable, but minimal level, would likely increase to
reliability of the auditor' ssigna. However, this outcome may not be cost-beneficial given the client’s
Size relative to the auditor's total client base.

To the extent that smaller clients constitute the smaller portion of the auditors total client
base, the auditor may be less concerned about the loss of client feesif a GCAR isissue. This suggests
that auditors may issue GCARs with greater frequency for clients that constitute a smaller proportion
of thetotal client base, with alower incidence of signaling reliability. Thisfina hypothesisis stated
asfollows:

H5:  Giventha agoing-concern report has been issued, the likelihood that the report isa
reliable signal of subsequent company failure increases as client size relative to the
auditing firm’stotal client base increases.

RESEARCH DESIGN

Thefive research hypotheses are tested by estimating the coefficients in the following probit
regression model (the hypothesized sign for each explanatory variable is enclosed in parentheses):

P(R), = Bo + B.,PB), + B,MAE + B,TEN, + B,CR + B:SZ + €
where for the ith company
P(R), = Reliability of the going-concern audit report as a signal of subsequent
company failure.

(+) P(B), = Estimated probability of company bankruptcy

) MAE, = Subsequent mitigating actions and events

) TEN, = Length of the auditor/client relationship

) CR = Proportion of industry audited by the firm (industry concentration
ratio)

+ Sz = Company size relative to auditing firm’s total client base
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SAMPLE SELECTION

The sample of going-concern companies was identified usng Compustat Annual and Research
Files. For the selected test period 1982 through 1988, the data sources were examined to identify
companies that received in audit report other than a standard unqualified audit report in event period
t, while reporting a"clean" opinion in the preceding period. There were 201 going concern reports
identified for companies with "clean™ audit opinions in the preceding year. If the company reported
a debt payment default or filing of bankruptcy in the same reporting period as the relevant GCAR,
the company was excluded from the sample. (For purposes of this study, reporting a debt payment
default or bankruptcy filing in the period of theinitid GCAR is considered to be a Type |l error. The
focus of this study is on the determinants of Type | errors.)
The following data requirements were imposed on each of the companies in order to be
included in the fina sample:
Industry, sdes, assets, liability, and annual earnings data are available on Compustat Annua
or Research Files or from company annual reports for the year of the GCAR and the
preceding two years.

Auditor information for current and preceding years is available on Compustat Annual or
Research Files or from other verifiable sources such as Who Audits America

3. Stock return data are available on the CRSP daily files.

After applying the restricting criteria, 129 GCARs were identified for companies with
complete data as specified above. Theidentified going-concern companies were further classified as
1) going-concern companies that failed within the twelve months following the date of the financial
statements on which the auditor is currently reporting (auditor issued a reliable going-concern audit
report, RGCAR), and 2) going-concern companies that did not fail within the same time frame
(auditor issued an unreliable going-concern audit report, UGCAR). The failure or non-failure status
of each sample company was determined by examining the companies subsequent annual report and
media disclosures reported in Predicast Index of Corporate Events. Table 1 details the sample
composition in general. The specific test period and data sources were selected to insure
compatibility with prior research studies.

VARIABLE MEASURES

Each company’ s probability of bankruptcy, P(B), is estimated using a probit model consisting
of selected predictor variables. In areview of bankruptcy studies, Jones (1987) indicated that the
most successful bankruptcy prediction models appear to be those that include financial ratios that
serve as measures of profitability, financial leverage, and liquidity. The model used to estimate each
going-concern company’s probability of bankruptcy is based in part on Zmijewski (1984) which
includes net income to total assets (NITA) as a measure of profitability, total debt to total assets
(TDTA) as a measure of financial leverage, and current assets to current liabilities (CACL) as a
measure of liquidity. The model also includes a control variable for size because of the previoudy
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discussed relationship between the likelihood of company failure and size. The model used to
estimate each company’ s probability of bankruptcy is as follows:

PB), = B, + B;NITA, + B,ANITA, + B, TDTA, + B,ATDTA, +
BsCACL; + B;ACACL; + B;Sz; + €
where for each ith company

P(B); = The company’ s estimated probability of bankruptcy

NITA, = Net income to total assets

ANITA,; = Change in net income to total assets from year t-1 to year t
TDTA, = Total debt to total assets

ATDTA; = Change in total debt to total assets from year t-1 to year t

CACL; = Current assets to current liabilities

ACACL, = Change in current assets to current liabilities from year t-1 to year t
Sz, = Natural log of sales

The auditing standards suggest that an auditor should evaluate client financial information
over time (SAS No. 56, AICPA 1988). Based on this guideline and previous financia distress
studies, the financial ratios used in the bankruptcy prediction model were each measured as both a
level and rate of change. Financial ratio levels were measured as of the end of year t under audit.
Ratio valuesthat served asinput to P(B) measure are presented for RGCAR and UGCAR companies
in Table 2.

Evidence of subsequent mitigating actions are events, as previoudly discussed, was obtained
by investigating media disclosures between the audit report date and the date of the subsequent
period’sfinancid statements. Mediadisclosures are reported in Predicast Index of Corporate Events.
I n addition, each company’ s subsequent period annua report was examined for evidence of mitigating
actions or events. Each reported action or event that was judged as potentially mitigating was
classified as a mitigating item "good news' if the news of the action or event was accompanied by
positive abnormal security returns for company i for announcement date t, and t,. A positive
abnormal stock return implies that the market views the action or event as one likely to mitigate the
company’ s going-concern problems. On the other hand, if the announcement of action or event was
accompanied by a zero or negative abnormal returns, the action or event was classified as a non-
mitigating item (no news or bad news). The dummy variable was created with the value of “1” if the
company reported only mitigating action(s) or event(s) or if the company reported more mitigating
than nonmitigating actions or events during the test period and “0” otherwise. Table 3 presents a
general summary of the media disclosures reported in Predicast Index of Corporate Events.

In studies that examined the effect of experience on the quality of individual judgments and
decisons, arange of three to five years has generally been used as an indicator of "experience" with
respect to a specific task (e.g. Frederick and Libby 1986; Hamilton and Wright 1982). Since
individual auditor experience measures are not available, audit tenure was operationalized as the
number of years the auditing firm has auditing the client.

Bank loan officers appear to use industry expertise to assess auditing firm's credibility
(Shockley and Holt 1983). Industry expertise was measured in their study by the auditor’ s industry
market share. Thus, it follows that the auditing firms with a greater industry market share may issue
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audit reports with greater signaling reliability. Auditor and industry information was obtained from
Compustat Annual Filesin order to approximate each auditing firm’sindustry concentration ratio,
for each time period t in the test period.

In this study, company size relative to the auditing firm’s total client base s