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Abstract

The skin is a prime and most visible organ of the body. Skin act as a barrier against injury and bacteria.
There are six different categories of skin diseases which shares somewhat same features. In this group
psoriasis is a major skin disease. This paper focuses the major clinical and histopathological attributes
influences on psoriasis disease of human body. Disease diagnosis is one of the applications of data
mining. Prediction used to predict the relationship by using regression equation. This paper originates
the relationship among input and response attributes for improving disease diagnosis in medical area.
The Response Surface Methodology (RSM) is make used for develops a relationship between input
attributes of skin disease and predicts the psoriasis patients with the help of independent and dependent
variables. The performance of RSM model shows the developed empirical relationship and it has the
greatest conformity with test results. The Analysis of Variance (ANOVA) is performed to mathematical
analysis of the outcome. In summary, the developed empirical model is suitable for skin disease
prediction.
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Introduction
Skin is the major organ of the human body, with a range of
purpose that supports survival. In total world population nearly
1/7th of the peoples suffer from some kind of skin daises. Skin
disease is really difficult to diagnose, and in due course it may
be a leading cause of skin cancer. There are many parameters
that determine the division of skin diseases, from genetic
vulnerability to ecological factors. Skin disease causes an
enormous burden in the universal environment of health. The
real problem of skin disease is to differential disease diagnosis
in the initial stage [1]. They are all same clinical features like
scaling, erythema with very little diversity. In later stage
biopsy is necessary for the diagnosis and it shows the
histopathological features. In this stage, diagnosis of one
disease shows initial stage of another disease’s features. In this
different kind of skin disease, Psoriasis is a chronic, non-
infectious, painful, disable and disfigures disease [2].

People with psoriasis may have uneasiness including itching,
pain, and emotional distress. Psoriasis most often arises on the
scalp, elbows, knees, palms, lower back, soles of the feet and
face. But it can impinge on any skin location, fingernails,
toenails, and soft tissues inside the genitalia and mouth and [3].
Psoriasis is connected with other serious health conditions,

such as depression, diabetes and heart disease [4]. It may also
influence on the quality of life because of its uneasy social
appearance. It becomes important to recognize these diseases
at their initial stage to control it from spreading. So predicting
this disease needed an empirical model. The Figure 1 shows
about the normal healthy skin and psoriasis disease affected
skin [5].

Figure 1. Healthy skin and Psoriasis skin.

The disease prediction plays a vital role in data mining. There
are many types of diseases predicted in data mining namely
cancer, liver disorder, skin disease [6], diabetes [7,8] hepatitis
etc. Data mining is a method of extracting new and significant
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information from large amount of data [9]. Medical data
mining has high possible for discovering the hidden model in
the data sets of the medical domain and also used to diagnosis
the diseases in the early stage [10]. These models can be used
for clinical diagnosis for commonly distributed in raw medical
data which is heterogeneous in nature and voluminous.

Psoriasis skin disease’s data are collected and classified by
machine learning technique [11], data mining techniques [12].
Machine learning is a kind of Artificial Intelligence (AI) that
gives computers with the ability to learn without being
explicitly programmed. Machine learning techniques are
broadly divided into supervised learning and un-supervised
learning. Many deep learning algorithms are applied to
unsupervised learning tasks. In terms of machine learning,
classification is considered an instance of supervised learning.
Classification is a form of data analysis that extracts models
describing significant data classes [12]. Effective and scalable
methods have been developed for decision tree induction,
Naive Bayesian classification and rule-based classification.
Which have been used in the field of health care for
classification of different diseases. Many researchers used
different type of medical data classification techniques such as,
genetic algorithm [13], Support Vector Machine (SVM) [10],
adaptive Genetic fuzzy [14], particle swam optimization [15],
Neural Network [7], Bayesian net. Mining classification rules
usually utilize supervised learning techniques. Now-a-day’s
statistical tools are also combined with supervised leaning like,
fuzzy logic, and artificial neural network are used for solve
factors selection problem [13] and also deals with performance
analysis [7,11].

Models are mathematical descriptions, qualitative and
quantitative, by mathematical algorithms or expressions.
Mathematical models are also used in Artificial intelligence,
optimization etc. Models can be finding out by visualization
methods that make known patterns in the data. Models are
educated in part by domain knowledge. It may help to clarify a
system and to study the effects of different components.
Response Surface Methodology (RSM) is one of the model
development methods. Few researchers only concentrated on
RSM methodology and combined with data mining [16,17] for
predict the significant factors. These methods are extending to
use disease predictions in health care industry. Therefore, the
key part of this work is to develop a mathematical model and
predict the skin disease by using Response Surface
Methodology (RSM) with the help of data mining.

Methodology
To predict the psoriasis disease and build the empirical model
with the help of data mining approaches. Our proposed model
implementation processes is divided into three different Phases
namely (i) Data acquisition, (ii) Data preparation, (iii) Data
Classification (iv) Development of Mathematical Model and
(v) Evaluating the model.

Data acquisition
The input Dermatology dataset are utilized from University of
California, Irvine, (UCI) Repository of Machine Learning
Database [1]. The dataset contains 12 clinical attributes and 22
Histopathological Attributes and the 35th feature is considered
as target (Class). Totally 35 features are considered as input.
There are 366 instances in the data set containing all the six
output classes. Out of 366 instances, 112 instances belong to
psoriasis Disease class, 61 instances belongs to seboreic
dermatitis class, 72 instances belong to lichen planus class, 49
instances belongs to pityriasis rosea class, 52 instances belong
to chronic dermatitis class and 20 instances belong to pityriasis
rubra pilaris class. Its integer valued form 0 to 3. To
differentiate this presence (values 1-3) from absence
considered as 0. In 366 instance of dermatology dataset 8
examples only missing. From this data set psoriasis patients
have been considered as input. Sample distribution of various
classes of the data set tabulated in Table 1.

Table 1. Dermatology data set.

Attributes Class Instance Characteristics

35 6 366 Multivariate

Data preparation
The purpose of this step is to clean and transform [18] the
Medical data and then apply classification and prediction. It is
also used to improve the efficiency of the prediction. Data
cleaning involves fill the missing values by using attribute
mean and then reconstruct the data by using transformation.
Data transformation techniques such as, smoothing,
Aggregation normalization, Attribute construction.
Normalization is the process of casting the data to the specific
range [11]. Min-Max normalization gives the best result of
training data set [10]. It performs a linear transformation of
original data.

It transforms a value X to X’ which fits in the range (A, B).

X'= ((X-Xmin)/(Xmax-Xmin)) × (B-A)+A → (1)

Where,

X’=Min-Max Normalized Data with (A, B) predefined
boundary.

X=Range of original data.

Xmin=Minimum value of X.

Xmax=Maximum value of X.

The data set is reconstructed by using Min-Max method with a
range (2.5-10) sub suit in Equation 1. Among input factors
irrelevant factors should be ignored because they have low
correlation with given response [16]. A few selected factors are
highly correlated with specific response and redundant factors
must be screen out.
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Data classification
In data mining one of the most important tasks is classification.
Classification methods are supervised learning methods that
classify dataset into predefined class label. In Classification
model construction is one of the useful data mining techniques.
The classification process is divided into two stages in first
stage, the so-called training phase, used to build the model
from the training set. In the second step, the so-called testing
phase, the remainder subset which is known as the test set is
used to assess whether the trained model can be evaluated and
classifying the new observations in testing process test the
model using unseen test data to assess the model accuracy. In
medial data machine learning is used to reduce the attributes
[19].

In this phase, dermatology data set are prepared and then feed
it to the models. Collected datasets are fragmented into two set,
namely training dataset and testing dataset. The training set
which consists of 75% total dermatology data set. Testing
dataset contains remaining 25% of the total dermatology
dataset.

Input: Medical dataset D.

Output: Develop a mathematical model

Step 1: Read the medical dataset D

/*Data Preparation phase */

Step 2: Apply Data cleaning and Min-Max normalization in D
output D’

/* Classification - Model Construction Phase */

Step 3: Divide the data set D’ as D1 and D2 as training and
testing data set.

/* Model development for training data set and Prediction*/

Step 4: Response surface analysis

Step 4 (i): Refining the model which will produce better
statistical terms.

Step 4 (ii): Building ANOVA Table

Step 4 (iii): Empirical model development

Step 5: Performance evaluation.

Step 6: Analysis of performance evaluation.

If the model produces more percentage of deviation go to step
4 (i), else go to next step.

/* Model Validation*/

Step 7: Compare actual response and predicted response apply
the test dataset D2 find the response

Mathematical model construction
Classification used to mine the model. It constructs the
mathematical model based on training set. The training data set
is used to develop a mathematical model with an integration of

Data mining result with RSM [20]. Prediction used to predict
the relationship by using regression equation [9]. In this model
the Analysis of Variance (ANOVA) of response variable is
calculated.

Response surface methodology (RSM)
RSM is a set of statistical and mathematical techniques for
developing an empirical model [21]. The objective of Design
of experiments is to find a relationship between responses
(output variable) which is influenced by numerous independent
variables.

Assuming that there are p input variables X=(x1, x2, x3 ….xp),
and q output variables Z=(z1, z2, z3, ….zq), This response
model including both input and output variables can be given
by

Y (X, Z)=f (X )+h (X, Z)+ε (2)

The surface noted by f (x1, x2) is called a response surface Y.
Where f (x), h (x, z), and ε are the part of the model that include
the input factors only. This methodology was used to develop a
second order regression equation relating response
characteristics and process variable. The regression equation
used to predict the model. The discovered data is visually
represented to the user. The response can be represents either
in the three-dimensional space graph or contour plots. It helps
to visualize the shape of the response surface Response surface
model development is an iterative method. An estimated model
is attained, the goodness-of-fit resolves if the solution is
reasonable. Otherwise the estimated method is regenerated and
more experiments are prepared.

Design of experiments (DoE) is the main part of RSM. The
objective of DoE is the selection of the points where the
response should be considered.

Model evaluation to test and evaluate the model, 75% of the
dataset is used. Instances are extracted and then served as a
benchmarking dataset for machine learning problems. The
predicted values are very closure to the actual values and also
the model gives the best results for remaining test data set.

Results and Discussion
After preprocessing and classification techniques are applied
on medical data set, two third of training data set with clinical
and histopathological attributes are considered as input
variables for develop the model. RSM shows the interaction
between dependent and independent attributes.

The following sections are discussed about ANOVA
techniques and construct the mathematical models with
performance evaluation. The main element of ANOVA table
are source of variance, sum of squares, Degree of freedom,
mean square, F value, and the probability associated with the
F-value. The most dependent attributes are A-Follicular
papules, B-Eosinophils in the infiltrate D-Thinning of the
suprapapillary epidermis G-Perifollicular parakeratosis. RSM
provide the relationship among input parameters are
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considered as control factors and output class such as psoriasis
status of the patient.

The Table 2 shows the ANOVA table for finding psoriasis
disease. In general, it can be considered that higher Fisher’s F-
test values and lower P values indicate the relative significance
of each item. It can be observed in the Table 2. The Model F-
value of 5483.696 implies the model is significant. There is
only a 0.01% chance that a "Model F-Value" this large could
occur due to noise. Values of "Prob>F" less than 0.0500
indicate model terms are significant. In this case, A, B, D, G,
AD, BD, A2, D2, G2 are significant model terms. Values are
greater than 0.1000 indicate; the model terms are not
significant. The quadratic model has a higher R2 value
(0.9990) than other model (linear, 2FI and cubic model).

The general equation for the proposed second order regression
model to predict the response can be written as Equation 2.

Y=0.218688 × A+1.99785 × B-0.0013 × D+0.249777 ×
G-0.01166 × A × D-0.04208 × B × D-0.01161 × A2+0.00872 ×
D2-0.01568 × D2 → (2)

Table 2. ANOVA table for psoriasis status.

Term Sum of
squares

DoF Mean
square

F Value p-value
(Pro>F)

Model 119.8761 9 13.31957 5483.696 < 0.0001

A 3.29E-05 1 3.29E-05 0.013536 0.9078

B 1.538641 1 1.538641 633.4619 < 0.0001

D 1.459365 1 1.459365 600.8238 < 0.0001

G 0.056748 1 0.056748 23.36328 < 0.0001

AD 0.046298 1 0.046298 19.06079 < 0.0001

BD 0.995054 1 0.995054 409.666 < 0.0001

A2 0.053436 1 0.053436 21.9998 < 0.0001

D2 0.033962 1 0.033962 13.98243 0.0005

G2 0.064206 1 0.064206 26.43365 < 0.0001

Residual 0.123876 51 0.002429   

Lack of fit 0.123876 22 0.005631   

Standard deviation=0.049

Mean 1.33

Pre.R2 0.9977

R2=0.999

Adj. R2 0.9988

Figure 2 shows the interaction between thinning of the
suprapapillary epidermis and eosinophils it is evident that,
enhance psoriasis increases due to increase the thinning of the
suprapapillary epidemis. Similarly eosinophis decreases the
psoriasis increases.

The Table 3 shows the percentage of deviation between actual
and predicted values. The actual and predicted values are very
closer to each other. This Percentage of deviations are plotted
in graph and shown in Figure 3. The differences between
actual value and predicted values are very minimal. The

empirical model has validated by using test data set and it also
give 99.9% accuracy.

Figure 2. Three dimension surface graph for thinning of the
suprapapillary epidermis and eosinophils.

Figure 3. Percentage of deviation between actual and predicted
psoriasis patient.

Table 3. Performance evaluations at developed model with
experimental values.

Sl. No. of data set Psoriasis patient (1) % of deviation

Non psoriasis patient (2)

Actual Predicted

1 1 0.973221 2.677907

2 1 0.973221 2.677907

3 1 0.973221 2.677907

. . . .

58 2 1.986031 0.698475

59 2 2.047594 -2.37968

.    

120 2 2.013595 -0.67973

Over all percentage of deviation-0.10323

Conclusions
Data mining technology is the fastest growing technology. It is
being adopted in biomedical sciences and research. In this
work we developed an empirical model by using data mining
techniques and response surface methodology. Most of the
researchers were concentrated to find out the accuracy of the
dataset. Hence in this paper focused to develop the empirical
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model for the dermatology dataset. It extracts the relationship
between dependent attributes and their response in terms of
regression equation. This mathematical model may be helpful
for medical practioners and researchers. In this model shows
other dimension way of predicting and diagnosis the psoriasis
disease with a use of data mining techniques. The pre-
processing phase get better the quality of obtain result. The
RSM proves to be the effective tool for develop a mathematical
model for predict the disease. Further, this work can be
extended to other diseases.
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