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Abstract

Breast cancer is the most common cancer among women. Our paper mainly focuses on classification of
breast masses with the Triangular Area Representation (TAR) signatures. Breast masses are
characterized by its gray level values and shape complexity. So, shape descriptors are calculated from
the TAR signature of mass contours and given to different classifiers for the classification of benign and
malignant contours .We tested our proposed method on 148 mass contours which are taken from DDSM
mammogram database. Out of the total images used for evaluation 74 images were malignant and other
74 images were benign. The proposed method attained accuracy of 90.9% and 0.95 AUC (Area Under
Curve) value with SVM (support vector machine) classifier.
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Introduction
Breast cancer is the second most common cancer worldwide.
About 25% to 32% of all female cancers are breast cancers in
India [1]. Mammography is one of the most widely used
imaging modality for screening breast cancer. Masses are the
most common abnormality present in breast cancer patients
and they are formed when healthy cells grow abnormally at
one place. Masses can be characterized by various descriptors
like shape, size and margins. They can be classified into benign
and malignant masses. Benign (non-cancerous) masses usually
have oval, lobulated, and round shapes with smooth
circumscribed margins. Malignant (cancerous) masses have
irregular, ill-defined and microlobulated shapes with spiculated
margins.

Literature Survey
We can classify breast masses based on shape characteristics.
The mass is differentiated by its gray scale, margin and its
shape characteristics. Many texture based methods were
introduced to classify masses as benign and malignant. Gabor
transforms, spherical wavelet transforms, contourlet
transforms, wavelet transforms, ripplet transforms local energy
based descriptors, and fractal dimensions are some proposed
texture methods in the literature for classification of breast
masses [2-8]. These texture methods generates high
dimensional feature vector which increases the computational
complexity of CAD (Computer Aided Diagnosis) system. In
order to decrease the length of feature vector many methods
have been introduced for classifying breast masses using 2D
contour or shape characteristics of masses. In [9] Rangayan et

al. calculated Spiculation Index (SI) and fractional concavity
(fcc) on 2D mass contours. Rojas et al. [10] proposed two
shape features of mass contours. One measures the degree of
spiculation of a mass and other measures its likelihood of being
spiculated. Mencattini et al. [11] applied fuzzy c-means
algorithm for segmentation of contours from mammogram.
Fractal analysis methods were proposed for extraction of
features. They classified the contours into benign/malignant
using SVM, KNN and Bayes classifier. Khaligh et al. [12]
extracted margin features of masses using wavelet transforms
without any prior segmentation.

Very few studies have proposed the methods for classifying
breast masses based on 1D shape characteristics of mass
contours. In these methods the 2D contours are converted into
1D signals to reduce the computational complexity. Among
them Rangayan et al. [13] applied fractal analysis on the 1D
signature of mass contours and attained accuracy of 80%.
Rangayan et al. calculated fractal dimension using power
spectrum from 1D signatures to classify benign/malignant
masses [14]. Ten 1D signals were generated from radial and
circular scan lines [15]. These 1D signals were analysed using
wavelet transform to classify masses. Texture, shape and
margin features have been extracted from mass ROIs to
classify them [16]. In this paper shape features are extracted by
converting mass ROI into 1D signals. The aim of the present
study is to extract shape complexity feature from TAR
signature for the classification of breast masses. Only a few
studies have proposed on 1D shape characteristics of mass
contours. Benign and malignant tumors differ by their shape
complexity therefore, feature descriptor derived from the TAR
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signatures of mass contours help in delineating masses into
benign and malignant.

Materials
In this paper we have used mass contours as dataset for
evaluation. Mass contours are extracted from mammograms
based on radiologist’s information and they are obtained from
DDSM database. The DDSM images [17] are taken from
Massachusetts General Hospital, Washington University
School of Medicine, Wake. They have 2620 cases in 43
volumes. In this study we have used 148 mass contours.
Among these mass contours, 74 were benign and other 74 were
malignant cases.

Figure 1. (a) Benign contour; (b) Malignant contour.

Methods
The proposed method starts with manual extraction of mass
contours from DDSM database. These contours were drawn by
radiologists. Figures 1a and 1b show benign and malignant
contours. Then the 2D contours are converted into 1D TAR
signatures for feature extraction process. The feature
descriptors extracted from signatures are submitted to SVM
classifier for further analysis of mass. The flowchart in Figure
2 explains the stages of the proposed method.

Conversion of 2D contour into 1D signal
Triangular area representation (TAR) signatures: We have
applied triangular area function to study the complexity of
mass contours. TAR converts 2D contour into 1D signal. It
uses all boundary points in mass contour to measure the
convexity/concavity of each point at different scales [18]. This
1D TAR signature is invariant to translation, rotation, and
scaling. TAR signature is computed by area formed by three
consecutive points on boundary. Consider 2D closed mass
boundary having N boundary points with x and y coordinates.

Figure 2. Flow chart of the proposed method.

Let three consecutive points on mass contour be (xn-ts, yn-ts),
(xn, yn), and (xn+ts, yn+ts), where n (1, N) and ts (1, Ts) is the
triangle side. The signed area of the triangle formed by these
points is given below in Equation 1.

��� �,  �� =   12 �� − �� �� − �� 1�� �� 1��+ �� ��+ �� 1 (1)
ts=1,2,3,4.......Ts, where the maximum Ts depends on
periodicity of N.

When we traverse the contour in counter clock wise direction
positive, negative and zero values of TAR signature represents
convex, concave and straight line points on contour.

The triangle side length value (ts) depends on the value of
number of points (N) on contour. Equation 2 gives values of
TAR with respect to N.
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Feature extraction from TAR signature: As TAR signature
gives number of concave and convex points. The ratio of
number of concave points to number of convex points (R) is
taken as a feature descriptor for different values of ts and it is
given below in Equation 3.

R=(Number of concave points)/(Number of convex points) →
[3]

From Figures 1a and 1b we can observe that malignant mass
contour is very complex and benign contours smooth. Figures
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3 and 4 show TAR signatures of malignant and benign mass
contours. From the TAR signatures we can observe that they
are many convex and concave regions in malignant TAR
signature and many straight lines in benign TAR signature.

From the value of R we can discriminate mass contour or
boundaries. To give more discrimination power to feature
descriptors we calculated area, perimeter and eccentricity to
mass contours. These feature descriptors are submitted to
classifier for further validation.

Figure 3. TAR signature for benign contour.

Figure 4. TAR signature for malignant contour.

Classification
SVM classifier: SVM classifier is used in this paper to classify
the mass contours into two classes i.e. benign and malignant. It
is a supervised machine learning rule which constructs the
optimal hyper planes in high dimensional feature space. These
two planes maximize the margin of separation between feature
vectors of two classes. The maximal margin (distance between
two hyperplanes) is determined with the help of support
vectors (training data) [19].

The two classes that we are using are malignant and benign.
For two class classification, yi be (+1,-1) be a label matrix and
X be a training samples. Then N labeled training samples is
represented by: (y1, x1),..............(yN, xN) where yi (-1,+1)
represents class label and xi (i=1,2...N) represents dataset.

The generalized equation for linearly separable data that
maximizes the margin is given in Equation 4.

� ����� =∑� = 1
� ∝� �� �� . � + � (4)

Where w is weight vector and b is a scalar and xtest is a new
object that has to be classified.

The generalized equation for non-seperable data is given in
Equation 5.

� ����� =∑� = 1
� ∝� ��� �� . � + � (5)

Where kernel function k (xi.x) can be linear, quadratic,
Gaussian etc.

Results

Dataset
The dataset used for analysis consists of 148 mass contour
images taken from DDSM database. For evaluation we have
used hold out methodology. We have tested our proposed TAR
descriptor with different configurations of testing vs. training
images. The simulations have been carried out using MATLAB
2015a. The personal computer has an Intel Core i7-6500U
processor and 8 GB Random Access Memory (RAM).

Assessment parameters
The performance of our method is measured in terms of
sensitivity, specificity, accuracy and AUC (Area under the
ROC (Receiver Operating Characteristics) curve). These terms
are explained below.

Sensitivity (Sens)=TP/((TP+FN))

Specificity (Spec)=TN/((TN+FP))

Accuracy (Acc)=(TP+TN)/( TP+TN+FP+FN)

Where, TP, FP, TN, FN are true positive, false positive, true
negative and false negative respectively.

Sensitivity measures the percentage of malignant cases that are
correctly classified. Specificity is the percentage of benign
cases that are correctly classified. AUC and accuracy specifies
overall CAD system performance.

TP: Number of malignant cases detected correctly.

TN: Number of benign cases detected correctly.

FN: Number of malignant cases detected as benign.

FP: Number of benign cases detected as malignant.

Table 1. Accuracies in % with different classifiers.

Classifiers ts=1 to 3 ts=1 to 5 ts=1 to 7 ts=1 to 10 ts=1 to 20

SVM (linear) 54.5 72.7 86.4 54.5 63.6

SVM
(Quadratic)

54.5 72.7 90.9 54.5 50

Simple tree 63.6 63.6 81.8 59.1 72.7

Weighted
KNN

72.7 59.1 81.8 63.6 63.6

Ensemble
Adaboost

59.1 63.6 81.8 59.1 77.3

Table 2. Results achieved with different testing/training configuration
using for 148 mass contours.

Testing/training: (No.
of images used for

Acc (%) Classifier TN TN FP FN
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testing)/(No of
images for training)

15/85: (22)/(126) 90.9 SVM (quadratic) 10 10 1 1

30/70: (45)/(103) 82.2 SVM (quadratic) 19 18 3 5

50/50: (74)/(74) 82.4 SVM (quadratic) 26 35 11 2

40/60: (59)/(89) 83.1 SVM (quadratic) 21 28 8 2

Figure 5. ROC analysis with SVM classifier.

Figure 6. Confusion matrix of our SVM (quadratic kernel) classifier.

We extracted feature descriptors using five cases, those are ts=1
to 3, ts=1 to 5, ts=1 to 7, ts=1 to 10 and ts= 1 to 20. R values are
taken as features for all five cases. Along with this we added
geometric parameters like area, perimeter and eccentricity
values to add more discriminative power to feature descriptor.
These feature descriptors are given to classifiers for further

validation. The length of feature descriptors which attained
best accuracy of 90.9% (for ts=1 to7) for each mass contour is
ten. It includes seven R values for each value of ts, area,
perimeter and eccentricity of mass contour.

Table 1 gives the output accuracies of all five different
classifiers and five different cases of feature descriptors (based
on ts values). The classifiers that we tested with our feature
descriptors are SVM (linear kernel), SVM (quadratic kernel),
Simple tree, weighted KNN and ensemble adaboost classifiers.
These classifiers are modeled with 15% (22) of testing cases
and 85% (126) training cases. Table 1 indicates supremacy of
SVM (quadratic classifier) as it has given highest accuracy of
90.9%.

We also considered different ratios of testing/training mass
contour images in Table 2 with feature descriptor obtained
from ts=1 to 7. The distribution of 148 mass contours for
training and testing of the SVM model was performed in four
different ways: first, we used 15% for testing and 85% for
training (composed of 148 mass contours with 22 testing
images and 126 training images) and obtained accuracy of
90.9% with SVM (quadratic kernel). Second, we used 30% for
testing and 70% for training (composed of 148 mass contours
with 45 testing images and 103 training images) and obtained
accuracy of 82.2% with SVM (quadratic kernel). Third, we
used 50% for testing and 50% for training (composed of 148
mass contours with 74 testing images and 74 training images)
and obtained accuracy of 82.4% with SVM (quadratic kernel)
and finally we used 40% for testing and 60% for training
(composed of 148 mass contours with 59 testing images and 89
training images) and achieved accuracy of 83.1% with SVM
(quadratic kernel) as shown in Table 2. Therefore, from Table
2, we can conclude that the accuracies obtained with different
number of testing images is above 80%

From the above Tables 1 and 2, and Figure 5 we can infer that
our proposed method gave best accuracy of 90.1% using SVM
(quadratic kernel) classifier and AUC value of 0.950413 with
15% of testing images (22) and 85% of training images (126).
Figure 6 gives confusion matrix i.e., TN, TP FP and FN’s with
our classifier. This figure shows that we obtained sensitivity of
90.9% and specificity of 90.9% with SVM classifier. We also
compared our method with conventional methods in Table 3.
Thus, it proves that the obtained results show that our method
attained good accuracy with only ten features. We extracted
feature vector from TAR signatures and given to SVM for
classification to classify mass contours into benign/malignant.

Table 3. Comparison of accuracies, specificity, sensitivity and AUC with our proposed method.

Feature extraction method Images Acc (%) Sens (%) Spec (%) AUC

GaborPCA [2] 114 80 - - -

Fractional concavity and spiculation index [9] 111 82 - - 0.79

Fractal dimension using ruler method and fractional concavity [11] 111 - - - 0.82

Margin Features [12] 100 85.7 - - -
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Wavelet analysis on 1D signals [15] 57 85.96 - - -

Ripplet transform and GLCM [7] 200 - - - 0.83

Texture, shape and margin features [16] 192 88.02 - - -

Proposed method 148 90.9 90.9 90.9 0.95

Conclusion
In this paper we have presented the application of TAR
signatures for the classification of malignant and benign mass
contours in mammogram. The feature descriptors calculated
from TAR signature gives information on number of concave
and convex points in the contour. Thus, the obtained values for
accuracy, sensitivity and specificity are high compared to other
state of art methods as shown in Table 3. The proposed method
attained accuracy of 90.9%, sensitivity of 90.9%, and
specificity of 90.9% and AUC value of 0.95 by considering
15% of testing images and 85% of training images. From these
results we can conclude that our method gave satisfying results
for the classification of masses into benign and malignant.
Additional advantage of our method is, it takes less
computation time as the number of features is only ten when
compared many multi-resolution methods. Our future work
includes the classification of breast masses based on BIRADS
lexicon with various shape based features.
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