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Abstract

Saving human life is the most important task than anything else. Day to day life faces loss of life due to
accidents which can be avoided. Biologically inspired communication on road could save lots of life. A
mesh sensor which is developed based on a combination of mesh router and wireless sensor can be used
for communication between vehicles in a better way and could save human life. Vehicular Ad hoc
Network (Vanet) enhances safety; comfort and entertainment services to human life.Vanet are a super
class of Mobile Adhoc Network (MANET) with some unique characteristics. To disseminate traffic
warning message to various receivers a multihop broadcast protocol is required. While doing this
broadcast message overhead reduction is an important issue since it could directly have an effect on the
packet collision probability and MAC layer contention time at each node. Already for VANETs there are
some broadcast protocols in existence. But, most of them are designed under the assumption of the
presence of the global positioning system (GPS).This paper proposes a broadcast protocol which does
not require position information. This protocol includes mesh routers in the network that reduces the
broadcast storm problem and increases the dissemination ratio. The efficiency of the proposed protocol
is proved over some of the existing protocols in terms of Packet dissemination ratio, End to end delay,
Number of packets broadcast and Mac overhead per node.
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Introduction
Rapid growth in the automobile industry makes a way for
communication between vehicles which leads to Intelligent
transportation system (ITS). More number of mobile users
which is capable of acting as standalone devices are deployed
to handle [1] some situations like establishing communication
for emergency situations, rescue operations, natural calamities
and secured services networks [2]. VANETs are super class of
MANETs with some distinctive characteristics. Moving
vehicles share information among them confined to the road
infrastructure. A vehicle mounted with onboard
communication unit can act as a node in the vehicular adhoc
network. An accurate estimate of vehicle’s position can be
made available through GPS systems or on-board
communication unit. Communication in vanets can happen
between the vehicles on road or between the vehicles and the
road side units [3]. Figure 1 shows the connected car scenario.
Communication between Vehicles requesting for nearest gas
station, nearby parking lot, restaurant, hospital, multimedia
exchange etc. This type of application mostly uses point to
point routing protocol. Vehicle to Roadside infrastructure
Communication based applications, such as the over speed
warning, curve warning, change in the lane warning also uses

point to point as well as broadcasting [4-6]. Emergency related
messages like a sudden change in diversion of road due to
some blockage in the road, accidents, sudden protests, bad
weather etc will be broadcasted to all the approaching vehicles
[7,8], Both in academia and industry, routing is the current area
of research in VANET. Due to frequently disconnecting link
nature of the nodes, there arises a need for a routing protocol
which provides enhanced information delivery without route
breakage [9-13].

Figure 1. Communication in vanets, V2V: Vehicle to Vehicle
communication, V2R: Vehicle to Roadside unit communication.
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Evaluation of Broadcasting Protocols
Before designing any routing protocol the knowledge about the
existing protocol is necessary which will be useful in designing
the new one. The existing broadcasting protocols are shown in
Figure 2.

Figure 2. Broadcasting protocols of vanet.

To analyse our protocol some of the existing protocols
performance are also studied and compared with the proposed
one.

Simple flooding
The basic phenomenon for all types of communication [14] in
ad hoc networks is achieved by means of broadcasting. The
fundamental method of broadcasting is flooding. A typical
scenario is shown in Figure 3.

Figure 3. Broadcasting in vanets by simple flooding.

In Figure 3 the vehicle senses the event of collision further
transmits to forthcoming vehicle. Upon receiving a broadcast
packet, all nodes tries to find out if it has transmitted the packet
before. If it understands the packet is not transmitted, then it is
resend. Therefore the flooding process stops only after all the
vehicles in the network get that packet. Active participation of
all the vehicles makes this technique suffer from the problem

of Broadcast Storm. Due to repeated transmission the messages
can become duplicated in the network further increasing the
load on the networks and thereby it requires a method to
eradicate that makes the processing complexity high [15,16].
Due to this there occurs a high contention in the MAC layer
when trying to send the message to a longer distance because
all the neighbouring nodes after receiving the message it tries
to rebroadcast the message leads to packet collision and packet
gets lost.

Qayyum et al. have a proposed a broadcasting protocol based
on multipoint relay (MPR) [17]. Here in this method each and
every node selects a set of neighbour nodes as a relay node.
Only the node which is selected as the MPR node will forward
the message. The nodes which are not in the group of MPR set
will not be used for retransmitting the messages. Like this the
retransmission of messages are reduced and it provides an
efficient method for broadcasting mechanism. The protocol for
MPR system is that, first an empty MPR set is assumed then a
set of nodes which are the neighbour nodes to next hop
neighbour are selected as MPR nodes and if they are not
covering the next hop neighbour nodes then the number of
nodes is computed. A node which covers the high vicinity of
all nodes in the next hop neighbour is included in the MPR set.
Therefore instead all the nodes transmitting the messages only
the particular set of nodes are transmitting the messages which
reduces the network overhead. The disadvantage of this
protocol is that it does not consider the vehicle velocity into
picture so the node selected as MPR may fail to receive the
data packet.

Weighted p-persistence, slotted 1-persistence
Wisitpongphan and Tonguz have proposed a broadcasting
mechanism based on probability and time based methods
[18,19]. This method insists that all the nodes retransmit with
probability 1. In this protocol a probability of pij is assigned to
node j and it sends with that probability after receiving a
packet from node i. In the weighted p-persistence scheme,
upon receiving a packet from node i, node j checks the packet
ID and rebroadcasts [19] with probability if the node receives
the packet for the first time otherwise, the node discards the
packet. Denoting the relative distance between nodes i and j by
Dij and the average transmission range by R, the forwarding
probability pij is calculated on a per packet basis using��� = ����
In the slotted 1-persistence scheme, upon receiving a packet, a
node checks the packet ID and rebroadcasts with probability 1
at the assigned time slot TSij if the node receives the packet for
the first time and has not received any duplicates before its
assigned time slot; otherwise, the node discards the packet.
Given the relative distance between nodes i and j, Dij, and the
predetermined number of slots Ns, TSij is calculated as���� = ��� × �
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Related Woks
An interesting broadcasting protocol named stochastic
broadcast for VANET [20] that may be a combination of
distance-based broadcast and stochastic broadcast. Within the
paper, each node should decide their own probability for
rebroadcasting (the likelihood of being a relay). The paper
considered 2 ways one is fixed; another dynamically
determined consistent with a one-hop distance. That analysis
has the following merits. First, each node determines a
probability by itself, which suggests transmission, isn't used
except broadcasting and also the relay choice method is
significantly safer while not transfer in impact to the
performance. This eliminates privacy problems and provides
measurability. Second, it uses a percolation study to estimate
ultimate connectivity property and calculate the optimum node
density to make a connected graph. However, this paper doesn't
mention concerning dynamic adjustment of the probability
consistent with a network condition changes. This paper,
utilizes RSUs to contend with the fast fragmented network.
Density-aware reliable broadcasting protocol doesn't need
position of the nodes. By beaconing DECA uses only local
density data of I-hop neighbours [21]. A node that has the very
best local density data is chosen as neighbour to be ensuing
beam node. All Other nodes arbitrarily set their waiting
timeout. Before the timeout expiration if they are doing not
hear anyone rebroadcast the message, they'll rebroadcast the
message. The identifiers of the received broadcast messages
are enclosed in periodic beacons in order that a node will
discover its neighbours, that haven't received the messages and
consequently rebroadcast the messages for those neighbours.

Position-aware reliable broadcasting protocol uses adaptive
beacon [22] to bring on neighbours’ position and velocity.
Once nodes wish to broadcast messages, they'll choose the
neighbours in most accepted distance to rebroadcast the
message. Waiting timeout is calculated based on the distance
between node and precursor node. The chosen node can
rebroadcast the message straightaway. Just in case the chosen
nodes don't rebroadcast the message, different nodes that have
set waiting timeout since they received message can do that
task instead the popular distance is predicated on the distance
between nodes and selector nodes. POCA conjointly
piggybacks the message symbol to beacon to handle
intermittent property. BDSC protocol [23] consists of 3
operation layers as given. The primary layer is that the
“HELLO packets exchange” layer that infrequently builds and
exchanges the HELLO packets. The second is that the "Link
Quality Estimation" layer that outputs quantitative estimations
portraying the forward link qualities of a given node with all
single-hop neighboring nodes. During emergency event, the
"Link Selection" layer qualifies/disqualifies links, and thus
relay nodes, based on a pre-defined criterion. The thought of
link choice criterion adheres to the quantitative values obtained
at the “Link Quality Estimation” layer. The “Link Quality
Estimation” and "Link Selection" layers are often placed as
sub-layers of the network layer consistent with the well-known
OSI communication layers mode.

Mesh Deployment in the Network
Mesh routers constantly monitors the network activity and
maintains lists of other devices in their locality [2]. If it finds a
potential node, it broadcasts its address and relevant details.
The mesh routers in the vicinity will receive the broadcast, and
change their own lists. Mesh routers constantly analyses the
network and the link quality to dynamically construct a best
display of paths. The routers find out one another, and establish
optimal path selection quickly to the gateways. Each and every
mesh routers automatically monitors and adjusts power,
delivers maximum capacity that enhances network reliability.
If a node broadcasts a request to send data to a particular
location, and a router has the details of the receiving node with
its list of active devices, then it will compute the path to the
destination. If it cannot find a direct path between source and
destination, the data is transmitted to another router till a path
is found.

Each mesh routers determine the presence of other routers by
the following analysis

If M1(xm1,ym1) and M2(xm2,ym2) are the coordinates of mesh
router.

let M1 and M2 are the foci of ellipse given by[cos�(� − �) + sin�(� − �)]2�2 + [− sin�(� − �) + cos�9� − �)]2�2 = 1(1)
Where ϕ, a, b, A, B are given by

ϕ=arctan(ym2-ym1/xm2-xm1), a=xm1+xm2/2, b=ym1+ym2/2 → (2)� = �/2 (��2− ��1)2+ (��2− ��1)2 (3)� = �2− (��2− ��1)2− (��2− ��1)2/4 (4)
S=sizing factor obtained by statistical analysis from the city
road map.�max = �+ �2cos2�+ �2sin2� (5)�min = � − �2cos2�+ �2sin2� (6)�max = �+ �2cos2�+ �2sin2� (7)�min = �2cos2�+ �2sin2� (8)�� = (� − �max)(� − �min)(� − �max)(� − �min)− 1/2(�max × �min × �max × �min)(1 + cos2�) (9)
Where Xmax, Xmin, Ymax, Ymin gives the four corners of the
area in which the mesh routers are present as shown in Figure
4.
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Figure 4. Area concerned with mesh routers.

The algorithm of M-Broad protocol is shown below and the
working of the proposed protocol is as follows.

Algorithm for M-Broad

Initialize

V={V1,V2,……..Vn}//vehicles ID.

S={S1,S2,S3…….Sn}//vehicles speed.

l={l1,l2,l3………ln}//vehicles location

Cd={Xmax, Xmin, Ymax, Ymin}//coverage distance

C=counter value

NT=Node transmitting data.

Dn=Data from nodes other than the mesh router.

DMR=Data from mesh router.

Begin

For i=1 to n

For j=I to n�max = �+ �2cos2�+ �2sin2��min = � − �2cos2�+ �2sin2��max = �+ �2cos2�+ �2sin2��min = �2cos2�+ �2sin2��� = (� − �max)(� − �min)(� − �max)(� − �min)− 1/2(�max × �min × �max × �min)(1 + cos2�)
C=Cd

Start: If Dn≠DMRj then

NT=Dn

Increment i

Else

NT=DMRj

Decrement c

If C=0 then

Increment I, increment j

NT=Dn, Go to Start

Else

NT=DMRj

End if

End for

End for

End

Since mesh routers are always compatible to their background,
the network created is very strong, has greater bandwidth and
highly reliable. There are mobile mesh routers also in existence
normally a dedicated mesh router will not be mobile. Mostly
wireless access points seen in the network are mesh routers
only, possibly can be used to create geographically large
wireless networks. The advantages of mesh routers are
improvisation in throughput of network by choosing optimal
routing paths, Improves network performance by rerouting
traffic in the occurrence of any interference, or any other
disruptions in the network, Supports client mobility without the
need for special client hardware, software, or network
reconfigurations.

Figure 5. Mesh deployment in the network.

Mesh routers are deployed in the network, as shown in Figure
4. The Algorithm of M-Broad protocol is shown in Figure 5
and the working of the proposed protocol is as follows .When a
vehicle encounters accident it floods the message in the
network. The nodes start receiving the messages and thereby it
reaches the mesh router also. From that moment onwards the
mesh routers takes in charge of disseminating the messages.
The mesh routers are capable of knowing the existence of other
mesh routers in their vicinity also. So it sets the coverage
distance as the timing parameter to the counter. The counter
decreases the value once the value reaches the zero value the
mesh router x stops sending and by this time the next mesh
router will take the position to transmit the messages to the
forthcoming vehicles. By this way the overhead in the network
is greatly reduced. The mesh router does not require any
predetermined path between them. Mesh routers are included
in the network and they act in real time to find an active route.
It dynamically notes down the activity of the network and
monitor the nearby devices. Even mobile mesh routers has
come into existence which can work at the speed of vehicle.
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Simulation
Simulation is done in NS-2 simulator. The NS-2 accepts the
input file that has the information of each node and the packets
generated by each node. The time information of the packets is
also present in that source file. The simulation parameter
values are shown in Table 1.

Table 1. Simulation parameters.

Parameter Value

Simulation area 1000*15000 m

Node speed 20 m/s

Mobility model Random way point

Antenna used Omni directional

Packet size 512 bytes

Packet rate 32 pkts/s

Transmission range 300 m

Mac specification IEEE 802.11p

Simulation time 1000 s

Performance Metrics
There are a number of performance metrics such as packet
error, packet loss, Network overhead, packet delivery ratios,
end-to-end delay, normalized network load [20], which are
typically more common for an evaluation of network
performance.

Packet dissemination ratio
Figure 6 shows the Packet dissemination ratio for number of
nodes. In flooding, the dissemination ratio decreases due to
fact that many nodes try to broadcast at the same time and this
introduces collisions and a drop in packet dissemination ratio.
MPR broadcast provides an efficient mechanism for
disseminating messages by reducing the number of
transmissions as the node density increases Packet
Dissemination Ratio decreases drastically for flooding.

Figure 6. Packet dissemination ratio for number of nodes.

This is caused due to the broadcast storm problems that are
present in flooding. In a high-density network the weighted p-
persistence and slotted 1-persistence attain improved
performance than flooding .It can be observed that for high
density network flooding performs poorly. Same situation
happens in the slotted 1-persistence scheme due to the fact that
the node rebroadcasts with probability 1for an assigned time
slot. Therefore, the slotted 1-persistence scheme works similar
to the flooding in sparse networks. A node rebroadcasts the
packet immediately after the reception of the data packet.
Hence, the slotted 1-persistence scheme works exactly same to
the flooding. As for the weighted p-persistence and slotted 1-
persistence, they behave poor performance in a sparse network
because of probabilistic broadcasting. Whereas the mesh router
tries to minimize the hop count to reach a receiver. It is not
transmitting all at the same time so no collision and packets are
correctly received by the receivers. This eventfully increases
the packet delivery ratio of the proposed protocol.

Number of packets broadcast
Figure 7 shows the number of messages broadcast for number
of nodes. From the figure, When the density of the network
increases flooding produces more number of redundant
broadcast messages which leads to packet collision.

Figure 7. Number of broadcast for number of nodes.

The Weighted p-persistence and Slotted 1-persistence attains
better performance than flooding because it employs a
probabilistic method to decrease the redundant rebroadcast. In
MPR only selected nodes relay the broadcast so its
performance is also better than flooding. Finally M-Broad
shows the highest performance because not all the nodes
broadcast only the mesh routers broadcast the message.
Therefore redundant broadcast is greatly reduced.

End-to-end delay
End-to-end delay is an important parameter to evaluate a
broadcast protocol’s performance. Figure 8 shows end-to-end
delay for number of nodes.
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Figure 8. End to end delay for number of nodes.

The message has to be given to all the concerned receivers
within the given fixed time. Therefore the end-to-end delay
computation, takes into account only the number of packets
delivered successfully. Therefore in flooding it is high because
it encounters many redundant rebroadcast. From the figure we
conclude that in flooding, the delay increases as the node
density increases because of broadcast storm. Increase in the
number of nodes increases the rebroadcast also increases
therefore too many packets in the network which causes
collision that leads to packet loss. Too many rebroadcast
increases the contention in the MAC layer. The weighted p-
persistence and slotted 1-persistence shows less delay than
flooding. As the quantity of nodes raise the weighted p-
persistence and slotted 1-persistence shows higher delay
because for high density network it behaves like flooding itself.
MPR shows the least delay as it selects the relay node to be the
distant node. Comparatively M-Broad protocol reduces the
delay by reducing the unnecessary rebroadcast by setting the
fact that not all the nodes in the network rebroadcast only the
mesh router is going to broadcast thereby reducing the number
of rebroadcast thereby decreasing the contention time that
occurs in the MAC layer.

From the results we can infer that every existing broadcasting
protocol has their advantages and disadvantages. Flooding
cannot be applied to a network which has high density of nodes
due to the fact of Broadcast storm in flooding causes high
overhead in the network. Even if the rate of broadcast is
reduced MPR did not achieve a high dissemination ratio. This
happens mainly due to two reasons. First and foremost reason
is that a sender node generally selects the farthest node as a
relay node. However, in a fading channel, the farthest node
constantly fails to receive the broadcast packet. The second
reason is that in MPR, the node mobility is not considered in
the relay node selection. Therefore due to the vehicle
movement a packet loss occurs at the selected relay node.
Figure 9 shows MAC Overhead per packet for various nodes
MAC overhead is basically calculated as the number of sent or
received MAC layer frames [24]. As shown in Figure 9 the M-
Broad protocol significantly keeps the MAC overhead at
satisfactory level and improves the reliability.

Figure 9. MAC overhead per packet for various nodes.

Conclusion
In this article, a mesh sensor based routing for enhancing the
communication between the vehicles thereby saving human
life is developed. This mesh sensor routing developed using a
protocol called M-Broad a convenient and flexible multi-hop
broadcast protocol for vehicular ad hoc networks is proposed.
Logical concern about the requirements and constraints
imposed by applications, communication, density and
vehicular traffic flow are essential for designing a broadcasting
protocol Instead of all the nodes acting as a relay nodes M-
Broad takes the advantage of mesh routers which are in
existence. Mesh routers dynamically notes down the activity of
the network and monitor the nearby devices. Experiments,
confirmed the advantage of M-Broad over other existing
alternatives.
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