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Abstract 
 

Optical coherence tomography (OCT) has many uses in medicine and engineering biology. It is a 
non-invasive technique for looking at the layered structures of tissues, such as skin, retina, teeth, 
and heart. Scanning of the retinal image reveals defects in the underlying layers. OCT performs 
in situ high resolution cross sectional imaging on a micron scale in real time. An application of 
OCT is in the imaging of diseases such as central serous retinopathy (CSR), which is the result 
of fluid accumulation under the macula. In the acquired OCT image, an inherent characteristic 
of coherent imaging is the presence of speckle noise. Reduction of speckle noise is one of the 
most important considerations for increasing the quality of coherent images. To enhance the 
quality, different filtering techniques are applied to analyze spectral noise in a CSR-OCT image. 
To analyze the effectiveness of the applied filtering techniques, various statistical parameters are 
applied and studied, such as the mean square error, peak signal to noise ratio, normalized cross-
correlation, and normalized absolute error. In this study, the resultant statistical information 
from the applied statistical parameters is subjected to multidimensional analysis to determine 
the best filtering technique to reduce speckle noise in CSR-OCT images.  
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Introduction 
 
Optical coherence tomography (OCT) has recently be-
come a significant primary method for non-invasive map-
ping in the ocular pathologic diagnosis process of human 
retinal diseases. The structure of the retina is represented 
as a pseudo image in each section of mapping. In this 
study, the retinal disease central serous retinopathy (CSR) 
is used as an example for analysis (Figure 1). In this dis-
ease, fluid accumulates in the retina layer between the 
choroid and photoreceptor, and symptoms generally in-
clude blurred, distorted vision or micropsia [1]. The 
evolved OCT image is of a nondeterministic kind. In an 
OCT image, an irresolvable random tissue inhomogeneity 
of the retina layers might probabilistically lie across pix-
els (i.e., show speckle) because of the complexities of 
constructive and destructive interference in OCT B-scan 
images. 
 
Coherent pulses always travel in a straight line, to and fro 
(backscattered echo waves), and generate a new echo at 
twice the depth in biological tissue as of experimental  

 
 
Figure 1. Optical Coherent Tomography Image of Cen-
tral Serous Retinopathy Diseases. 

 
procedure in Michelson interferometer for acquiring OCT 
images. Speckle noise is not inherent in an image but ra-
ther the effect of diffuse and multiple patterns of scatter-
ing caused by the inherent variation of sample properties 
[2]. 
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The primary challenge in the image processing commu-
nity is the study and performance of better image restora-
tion in the presence of noise that accommodates the ad-
vancing technology of image sensors, chips, and modern 
capture devices. Camera manufactures, e.g., depend on 
effective denoising algorithms to reduce the noise arti-
facts in images. An effective state-of-the-art denoising 
algorithm must address the questions of whether the per-
formance limit of the algorithm has been attained and that 
the results of the process are comparable and repeatable. 
 

There are two main sources of statistical uncertainty 
(noise) in OCT data. (i) Inhomogeneous tissue layers 
cause random variations in refraction, resulting in unequal 
distribution of intensity in the image (ii) The structure of 
different retina cell layers result in random differences in 
reflectance. This spatial random variation results in non-
exponential formation of OCT images. Before engaging 
in a statistical analysis of image denoising, the image 
formation model is given below: 
 
                                  (1) 
 
where zi is the actual pixel intensity (the recovery of 
which is the goal) at location xi (indexed by i) and yi is 
the observed pixel intensity. The corrupting noise is given 
by µi in Eq. (1), which is independently distributed [3]. 
 
In this study, we analyze the following filters applied to 
OCT images: trimmed average filter, max filter, min fil-
ter, median filter, inverse filter, adaptive filter, Wiener 
filter, average filter, Lee filter, Kuan filter, wavelet de-
noising, statistical filter, two-dimensional (2D) finite im-
pulse response (FIR) filter, and entropy filter. Statistical 
image processing is the most significant and comprehen-
sive methods of image quality measurement. Statistical 
analysis is a very sensitive measure of various kinds of 
distortions, data hiding, and coding artifacts. 
 
Our aim is to study the fundamental boundary frame on 
the basis of the performance of denoising algorithms 
through the comparative process of analysis and catego-
rize similar kinds of state-of-the-art algorithms. However, 
the bounds of our study are developed in a much more 
general setting, and, to the best of our knowledge, no 
comparable study currently exists for the problem of de-
noising [4-5]. 
 
The measurements performed include the statistical pa-
rameters reflecting image quality: mean square error 
(MSE), peak signal to noise ratio (PSNR), and normalized 
cross-correlation (NCC) and normalized absolute error 
(NAE). Multidimensional scaling (MDS) is a primary 
utility for evaluating similarities and dissimilarities be-
tween various measurements (Euclidean distance model) 
of the results of filter algorithms applied to CSR-OCT 
images. The MDS model is nonlinear, and this explora-

tory data analysis technique relies on a spatial mapping of 
relationships between objects in multiple dimensions. In 
the Euclidean distance model, data representing similarity 
or dissimilarity are grouped using the highest common 
factor [6]. 
 

Classification or categorization by cluster analysis is per-
formed by separating data into relatively homogeneous 
groups. Within the major subdivisions of clusters, evalua-
tion is performed using the hierarchical cluster analysis 
and k-means clustering method; hierarchical clustering is 
a widely used approach. Conceptually, grouping is ac-
complished by building binary trees based on the similar-
ity of the data. The hierarchical cluster analysis is con-
ducted by agglomerative strategies (i.e., “bottom up” ap-
proach). K-means clustering is an effective tool for fixing 
the number of groups for data clustering, and it is a rela-
tively simple and efficient clustering method that employs 
nonhierarchical procedures and unsupervised learning 
algorithms. Hence, in this study, we have chosen the k-
means clustering method [7]. 
 
Computational Methods and Procedures 
 
We applied different filter techniques for denoising a 
CSR-OCT image for comparison and evaluation. The fil-
ter techniques minimize, reduce, or suppress the affect or 
disturbance due to the omnipresence of noise within im-
ages. The original image is first converted to a gray scale 
image and then subjected to a filter analysis [8]. 
 
Filter Techniques 
In this study, we applied the following standard filter 
techniques for the purpose of comparison and evaluation: 
trimmed average filter, max filter, min filter, median fil-
ter, inverse filter, adaptive filter, Weiner filter, average 
filter, Lee filter, Kuan filter, wavelet filter, statistical fil-
ter, 2D FIR filter, and entropy filter [9-13]. These filters 
are chosen based on their results produced in other bio-
medical images. They represent the sample of filters con-
sidered for this study, although many more filters have 
been proven to perform better. However, this sample has 
been chosen to demonstrate the novel method of evaluat-
ing the characteristics of filters using clustering tech-
niques. 
 

Statistical Image Analysis 
We use an assortment of statistical techniques to compre-
hensively categorize image quality measures that have 
been computed for grouping and classifying of similar 
filter sets [14-15]. 
 

Mean Square Error 
MSE is the best statistical mathematical parameter chosen 
to quantify errors due to image noise contamination. The 
analysis is conducted by subtracting test images from a 
reference image as follows:  
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where, x(j,k) and x(j,k) are the reference and test images, 
respectively and M and N are the number of rows and 
columns, respectively, in the input images.  

 
Peak Signal to Noise Ratio 
PSNR is determined on a logarithmic decibel scale and is 
inversely proportional the MSE, as an alternative to the 
MSE. The PSNR gives the magnitude of the difference 
between two images, as expressed by Eq. (3). It is the 
ratio of the maximum possible intensity of an image to 
the intensity of the corrupting noise that affects the infor-
mation of the image. Therefore, higher the PSNR value, 
closer a test image is to the original image. 

 
Normalization Cross-Correlation  
Patterns between two images can also be template 
matched in terms of a correlation function. A measure of 
the NCC yields similarity between two images. A large 
NCC value indicates a poor quality image. This computa-
tion is given by Eq. 4. 

 
Normalized Absolute Error 
Normalization is a process of magnitude measurement 
whereby the statistical error in repeated data is eliminated. 
A large NAE value indicates a poor quality image. The 
NAE computation is given by Eq. (5).                            

 
The filter output image is taken as an input of the “dis-
torted image” and another input is taken as the “original 
image.” The two images are compared by cross validation 
using the parameters MSE, PSNE, NCC, and NAE for 

quality analysis of the filtered image relative to each 
method. Methods such as MDS can be employed for cross 
validating one filter technique with the others.  
 
Multidimensional Scaling 
MDS is a cluster structure analysis approach that can be 
employed even for nonlinear data that scales 
measurements of similarities/dissimilarities in terms of 
distance. Cluster analysis is further developed by the 
Euclidean distance model, hierarchical cluster analysis, 
and k-means clustering. 
 
In this study, clustering and classification are both fun-
damental objectives for identifying the similari-
ties/dissimilarities of filters via the acquired statistical 
data. Clustering is used for classification, as well as for a 
supervised learning method [16-17]. 
 
Euclidean Distance Model 
The distance between two points on the x and y plane can 
be found using the distance formula and Pythagorean the-
orem [12]. The distance between points (x1, y1) and 
(x2, y2) is given by Eq. 6. 
 

Using MDS data, the Euclidean distance model provides a 

measure of the similarity and dissimilarly between filter-

ing techniques 

 

Hierarchical Cluster Analysis 
This clustering procedure operates by exploring the spe-
cific nature of the filtered images and arranges groups 
based on the similarities of the methods [12]. Here, the 
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agglomerative approach (i.e., association of n clusters to 
obtain 1 cluster) is applied for grouping data. Dendro-
grams represent the nested level of similar groupings of 
filter techniques. Here, Ward’s cluster method is imple-
mented. Ward’s method generates clusters in accordance 
with the total sum of squared deviations from the mean of 
a cluster. 
 

K-means Clustering   
K-means clustering is a nonhierarchical, gradient descent 
procedure [18]. The hierarchical cluster analysis is prede-
fined work for k-means clustering because the hierarchi-
cal cluster procedure determines the numbers of clusters 
to be considered in the k-means clustering approach. K-
means clustering is the most widely used method of clus-
tering. In addition to using the hierarchical cluster proce-
dure, a very simple method of finding the number of clus-
ters to be considered by the k-means cluster approach is 
through the “rule of thumb” described by Eq. (7). 
 

        
2
n

k ≈              (7) 

 

The variable, n, above represents the number of filtering 
methods employed. As an example, for n = 8, K = 2. The 
K value is fixed and begins with the center as the initial 
cluster. Based on the threshold values set, the nearest 
cluster is formed by the distance from the center of the 
initial clusters and the mean values of methods in each 
cluster, i.e., cluster centers are calculated. The k-means 
algorithm is chosen based on clustering methods of non-
linear complexity, ease of interpretation, simplicity of 
implementation, speed of convergence, adaptability to 
sparse data, and sensitivity to noisy and outlying data. 
 

Results and analysis 
 
The results of application of various filters to the image 
in Figure 1 are shown in the Figure 2, consisting of 
gray scale image (A), trimmed filter (B), max filter (C), 
min filter (D), median filter (E), inverse filter (F), 
adaptive filter (G), Wiener filter (H), average filter (I), 
Lee filter (J), Kuan filter (K), wavelet Filter (L), 2D 
FIR filter (M), statistical filter (N), and entropy filter 
(O). In what follows, the computational results of the 
Euclidean distance, hierarchical clustering, and k-
means clustering are performed using the IBM statisti-
cal package for social sciences software. 
 

The Euclidean distance method groups the similar-
ity/dissimilarity of the filters on the basis of the MDS 
data. Dimensions 1 and 2 represent the multidimensional 
values of the MDS, where equal diagonal values corre-
sponding to the x and y-axis, respectively. As shown in 
Figures 3–6 the Euclidean distance plots are divided ac-
cording to quadrants, where the upper right corner is the 
first quadrant, the upper left corner is the second quad-

rant, the bottom left corner is the third quadrant, and the 
bottom right corner is the fourth quadrant. 
 
Similar filters grouped according to the MSE, wavelet, 
Weiner, average, median, max, and min filters and Lee as 
shown in figure 3. According to the PSNR, 2D FIR, 
wavelet, and adaptive filters similar groups are formed in 
the first quadrant as shown in figure 4. The statistical and 
Weiner filters form another similar group. Another group 
of similar filters is composed of Kuan, entropy, and in-
verse filters. The remaining filters are scattered. 
 
As shown in Figure 5, the groupings according to the 
NCC quadrant by quadrant in the first quadrant: min, 
max, median, trimmed, and statistical filters; the second 
quadrant: entropy, Kuan, Lee, and 2D FIR filters; the 
third quadrant: inverse and adaptive filters; the fourth 
quadrant: wavelet, Wiener, and average filters. As shown 
in Figure 6, the groupings according to the NAE quadrant 
by quadrant in the first quadrant: Wiener, statistical, max, 
and trimmed filters; the second quadrant: median, Kuan, 
adaptive, and average filters; the third quadrant: wavelet, 
2D FIR, and inverse filters; the fourth quadrant: Lee, min, 
and entropy filters. 
 

As shown in Figure 3, groupings according to the MSE 
quadrant by quadrant in the first quadrant: adaptive, 
Kuan, and entropy filters; the second quadrant: median, 
max, and min filters; the third quadrant: wavelet, Wiener, 
Lee, average, statistical, and 2D FIR filters; the fourth 
quadrant: inverse and trimmed filters. As shown in Figure 
4, groupings according to the PSNR quadrant by quadrant 
in the first quadrant: Wiener, statistical, 2D FIR, wavelet, 
and entropy filters; the second quadrant: trimmed, Kuan, 
inverse, and adaptive filters; the third quadrant: min, max, 
median, and average filters; the fourth quadrant: only Lee 
filter. 
 
As shown in Figure 5, similar filters grouped according to 
the NCC are the median, trimmed, max, and min filters 
followed by the statistical filter in the first quadrant. An-
other group consists of the Kuan, Lee, and 2D FIR filters. 
The Weiner, wavelet, and average filters form another 
group. The remaining filters are dissimilar. As shown in 
Figure 6, similar filters grouped according to the NAE are 
the adaptive, Kuan, and median filters. Apart from these 
groups of filters, all others are scattered and dissimilar 
[19]. 
 
From the Euclidean model, the common filters based on 
all statistical parameters, MSE, PSNR, NCC, and NAE 
are as follows. In the first quadrant are the statistical, 
Wiener, and entropy filters. The statistical filter is found 
in this quadrant for most of the parameters. The second 
quadrant filters are Kuan, median, and adaptive. In this 
quadrant, the Kuan filter is the most common filter. The 
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third quadrant filters are wavelet, inverse, 2D FIR, and 
average. In the fourth quadrant, the Lee filter is found.     
In the overall evaluation and analysis, the maximum clus- 
tering from the Euclidean distance model in the first  
 

quadrant is the statistical filter and that of the second 
quadrant is the Kuan filter. The third and fourth quadrants 
do not exhibit maximum repeatability like the first and 
second quadrants, so these quadrants were disregarded 
 

.

 
 
 
Figure 2. Output images of filtering techniques applied to the CSR-OCT image in Fig. 1.  
A: grey scale image, B: trimmed average filters, C: max filter, D: min filter, E: median filter, F: inverse filter, G: adap-
tive filter, H: Wiener filter, I: average filter, J: Lee filter, K: Kuan filter, L: wavelet denoising filter, M: 2D-FIR filter, N: 
statistical filter and O: entropy filter. 
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Figure 3. Mean square error Euclidean distance model. 

 

 
 

Figure 4. Peak signal to noise ratio Euclidean distance model. 

 

 
 

Figure 5. Normalized cross-correlation Euclidean distance model. 
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Figure 6. Normalized absolute error Euclidean distance model. 
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Figure 7. Comparing values of the central serous retinopathy image (CSE1-19) by the mean square error. 
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Figure 8. Comparing values of the central serous retinopathy image (CSE1-19) by the peak signal to noise ratio. 
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Figure 9. Comparing values of the central serous retinopathy image (CSE1-19) by the normalized cross-correlation. 
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Figure 10.  Comparing values of the central serous retinopathy image (CSE1-19) by the normalized absolute error. 

  
The sample of the 19en image (CSE1-19) taken from the same instrument (Ophthalmology, Inc.) is used for analysis. 
Although the cross sectional area of interest differs for each image, the data resemble the same. The examined image is 
computed on a constant dimension [20-21].  
 

The graphical output of comparing the (CSE1-19) image using statistical parameters MSE, PSNR, NCC, and NAE re-
sembles the same values, as shown in the Figures 7–10.  
 

 
 

Figure 11. Hierarchical clustering of data using the mean square error. 
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Figure 12.  Hierarchical clustering of data using the peak signal to noise ratio. 

 

 
 

Figure 13. Hierarchical clustering of data using the normalized cross-correlation. 
 
 

 
 

Figure 14. Hierarchical clustering of data using the normalized absolute error. 
 
Based on subtrees, the results of the computed tree clus-
tering methods are identified. The analysis of the hierar-
chical clustering statistical parameter is explained below. 
Using the MSE, as shown in Figure 11, similar cluster 

filter techniques based on the hierarchical clustering den-
drogram are average, statistical, Weiner, Lee, 2D FIR, 
and wavelet filters. The second cluster consists of min 
and median filters. The third cluster is formed from in-
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verse and Kuan filters. The fourth cluster is adaptive and 
entropy filters. The fifth cluster contains trimmed and 
max filters. Using the PSNR, most of the filter techniques 
are similar, as shown in Figure 12. The first cluster con-
tains medium, Lee, Weiner, min, Kuan, average, statisti-
cal, max, wavelet, and 2D FIR filters. The second cluster 
consists of adaptive, entropy, and inverse filters. The third 
cluster is the trimmed filter. Using the NCC, all the filters 
are similar except for the adaptive filter, as shown in Fig-
ure 13. 

 
Using the NAE, three clusters are formed, as shown in 
Figure 14. One set consists of trimmed, statistical, 2D 
FIR, Lee, and Weiner filters. The second set is composed  
 
 

of median, wavelet, Kuan, and average filters. The third 
cluster is formed of inverse, adaptive, max, and entropy 
filters. Dissimilarity is identified with respect to all other 
filter techniques by this statistical parameter. 
 

In the general analysis of the hierarchical cluster ap-
proach, the most common among all cluster groups are 
the statistical and Wiener filters in statistical parameters. 
 

K-means clustering is conducted according to the “rule of 
thumb” by which, n = 15, K = 3, and the clustering graphs 
for the various statistical parameters are shown in Figures 
15–18. In the analysis the k-means output, the MSE, 
PSNR, NCC, and NAE are mostly linear and no drastic 
change in output is visualized. 
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Figure 15. K-mean values of the mean square error for K = 3. 
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Figure 16. K-mean values of the peak signal to noise ratio for K = 3. 
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Figure 17. K-mean values of the normalized cross-correlation for K = 3. 
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Figure 18. K-mean values of the normalized absolute error for K = 3. 
 
K-means clustering was performed using K = 2 and 3 for 
comparison. Using the MSE, the clustered filters for K = 
3 are adaptive, inverse, and entropy. Similarly, for K = 2, 
the clustered filters are Weiner, average, Kuan, wavelet, 
statistical, and 2D FIR. Using the PSNR, the cluster for K 
= 3 consists of max, min, median, Weiner, average, Lee, 
Kuan, wavelet, statistical, and 2D FIR filters. Similarly, 
the K = 2 cluster contains inverse and entropy filters. Us-
ing the NCC, for K = 3, the cluster contains the 2D FIR, 
statistical, wavelet, Kuan, and Lee filters. Similarly, the K 
= 2 cluster consists of trimmed, max, min, median, in-
verse, Weiner, average, and entropy filters. Using the 

NAE, for K = 3, the cluster contains only the inverse fil-
ter. Similarly, for K = 2, the cluster contains min, Weiner, 
average, and 2D FIR filters. 
 
From analysis of all outputs of the Euclidean, hierarchi-
cal, and k-means clustering approaches, the most common 
filters based on cluster repeatability are expressed in two 
stages. In the first stage, the most preferable and consid-
ered to be most suitable according this study is the statis-
tical filter. In the second stage are the Weiner and Kuan 
filters. The first stage filter is more dominant in OCT            
images. 
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Figure 19.  Statistical techniques applied in CSR filtered image. 
 

So far, all evaluation has been conducted by the MDS. In 
Figure 19, the individual formulae for PSNR, MSE, NCC, 
and NAE are applied to the CSR-OCT filters and the val-
ues are attained to form the graph. This output reveals that 
the PSNR parameter is very important for two reasons. 
First, the increase in the value is indicative of the quality 
of the image, and the second regards the clustering of the 
filters in the grouping range. Thus, this make to analysis 
the PSNR value with respect to the Euclidean distance 
model, hierarchical clustering, and k-means clustering in 
the multidimensional values. This reveals that the statisti-
cal filter is uniquely common among all the clustering 
techniques considered in this analysis. This is the primary 
result that we determined by the clustering techniques 
considered. There are other methods to identify effective 
filtering techniques. However, through the MDS methods 
employed for combinational evaluation of statistical tech-
niques such as PSNR, MSE, NCC, and NAE with the fil-
ters considered, we determined by the number of repeated 
clusters in the combined statistical techniques that the 
statistical filter is the most effective for CSR-OCT images 
convoluted with speckle noise. For other filters, the re-
sults may be different. Here, basic and fundamental filters 
have been chosen. These basic and fundamental filters 
were chosen because they derive from decades of re-
search and lead the path toward more effective filters. 
This novel clustering method of evaluation provides non-
redundant data by which systematic identification of simi-
lar sets of filters and commonly repeated filters results in 
better identification of the most effective filter for the 
application considered.  
 
Conclusion 
 
In this study, various denoising techniques are analyzed 
by statistical image processing methods. The results of 

filtering techniques are analyzed for evaluation and cate-
gorization into similar groups using the standard statisti-
cal parameters MSE, PSNR, NCC, and NAE. Cluster 
analysis data derived from the Euclidean distance model, 
hierarchical clustering, and k-means clustering are deter-
mined via statistical parameters. Classification of similar 
filters indicates that the most similar filter techniques are 
the statistical, Weiner, and Lee filters followed by the 
average and wavelet filters. Apart from these, dissimilar 
categorization is found with respect to filtering techniques 
and statistical parameters. In general, the statistical filter 
is more effective in CSR-OCT images. Future work will 
be pursuing analysis by neural fuzzy techniques.  
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