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Abstract

Optical coherence tomography (OCT) has many usesin medicine and engineering biology. It isa
non-invasive technique for looking at the layered structures of tissues, such as skin, retina, teeth,
and heart. Scanning of theretinal image reveals defectsin the underlying layers. OCT performs
in situ high resolution cross sectional imaging on a micron scale in real time. An application of
OCT isin theimaging of diseases such as central serous retinopathy (CSR), which is the result
of fluid accumulation under the macula. In the acquired OCT image, an inherent characteristic
of coherent imaging is the presence of speckle noise. Reduction of speckle noise is one of the
most important considerations for increasing the quality of coherent images. To enhance the
quality, different filtering techniques are applied to analyze spectral noisein a CSR-OCT image.
To analyze the effectiveness of the applied filtering techniques, various statistical parametersare
applied and studied, such asthe mean square error, peak signal to noise ratio, normalized cross-
correlation, and normalized absolute error. In this study, the resultant statistical information
from the applied statistical parameters is subjected to multidimensional analysis to determine
the best filtering technique to reduce speckle noisein CSR-OCT images.
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I ntroduction

Optical coherence tomography (OCT) has recently bd

..!‘

come a significant primary method for non-invasivep- M L
ping in the ocular pathologic diagnosis proceshuhan I’ LRI gl
retinal diseases. The structure of the retinapsesented [t l:.,r'# et g
as a pseudo image in each section of mapping.i# t ’ 4,!""‘4"" Fluid Accumulates
study, the retinal disease central serous retihgp&@SR) g R T
is used as an example for analysis (Figure 1)hisdis- ~ FSSEEEEAR L 0 ' :
ease, fluid accumulates in the retina layer betwien . :
choroid and photoreceptor, and symptoms generally i
clude blurred, distorted vision or micropsia [1]heT
evolved OCT image is of a nondeterministic kind.am
OCT image, an irresolvable random tissue inhomagene
of the retina layers might probabilistically lierass pix-
els (i.e., show speckle) because of the complexitie
constructive and destructive interference in OCEcBn
images. procedure in Michelson interferometer for acquirdGT

images. Speckle noise is not inherent in an imaged
Coherent pulses always travel in a straight lioeartd fro  ther the effect of diffuse and multiple patternssoétter-
(backscattered echo waves), and generate a newatchdng caused by the inherent variation of sample @riigs
twice the depth in biological tissue as of experitak [2].

Figure 1. Optical Coherent Tomography Image of Cen-
tral Serous Retinopathy Diseases.
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The primary challenge in the image processing commuory data analysis technique relies on a spatigping of
nity is the study and performance of better imaggtara- relationships between objects in multiple dimensidn
tion in the presence of noise that accommodatesdhe the Euclidean distance model, data representinigsity
vancing technology of image sensors, chips, andemmod or dissimilarity are grouped using the highest camm

capture devices. Camera manufactures, e.g., depend factor [6].

effective denoising algorithms to reduce the naisi
facts in images. An effective state-of-the-art deing
algorithm must address the questions of whethepéne
formance limit of the algorithm has been attained that
the results of the process are comparable andtedpea

Classification or categorization by cluster anayisi per-
formed by separating data into relatively homogeiseo
groups. Within the major subdivisions of clustengalua-
tion is performed using the hierarchical clustealgsis
and k-means clustering method; hierarchical clirgieis

There are two main sources of statistical uncestain a widely used approach. Conceptually, groupingds
(noise) in OCT data. (i) Inhomogeneous tissue kyercomplished by building binary trees based on thelai-

cause random variations in refraction, resultingriequal
distribution of intensity in the image (ii) The @tture of
different retina cell layers result in random diffeces in
reflectance. This spatial random variation resimtaon-

ity of the data. The hierarchical cluster analyisicon-
ducted by agglomerative strategies (i.e., “bottqsh ap-
proach). K-means clustering is an effective toolffeing
the number of groups for data clustering, and & ila-

exponential formation of OCT images. Before engagin tively simple and efficient clustering method teatploys

in a statistical analysis of image denoising, thede
formation model is given below:

J'-'_ ::'.+ M

)

where z is the actual pixel intensity (the recovery of

which is the goal) at location xindexed by i) and;yis
the observed pixel intensity. The corrupting nagsgiven
by i in Eq. (1), which is independently distributed.[3]

In this study, we analyze the following filters #pgd to
OCT images: trimmed average filter, max filter, rfiln
ter, median filter, inverse filter, adaptive filteWiener
filter, average filter, Lee filter, Kuan filter, walet de-
noising, statistical filter, two-dimensional (20hite im-
pulse response (FIR) filter, and entropy filterattical
image processing is the most significant and cohere
sive methods of image quality measurement. Steisti
analysis is a very sensitive measure of variouslsiof
distortions, data hiding, and coding artifacts.

Our aim is to study the fundamental boundary frame

the basis of the performance of denoising algothm

through the comparative process of analysis anegoat
rize similar kinds of state-of-the-art algorithriowever,

the bounds of our study are developed in a muchemor

general setting, and, to the best of our knowledge,
comparable study currently exists for the problenoles
noising [4-5].

nonhierarchical procedures and unsupervised lggrnin

algorithms. Hence, in this study, we have chosenkth
means clustering method [7].

Computational M ethods and Procedures

We applied different filter techniques for denogsia
CSR-OCT image for comparison and evaluation. The fi
ter techniques minimize, reduce, or suppress teetabr
disturbance due to the omnipresence of noise within
ages. The original image is first converted to aygcale
image and then subjected to a filter analysis [8].

Filter Techniques

In this study, we applied the following standarttefi
techniques for the purpose of comparison and etrafua
trimmed average filter, max filter, min filter, med fil-
ter, inverse filter, adaptive filter, Weiner filieaverage
filter, Lee filter, Kuan filter, wavelet filter, atistical fil-
ter, 2D FIR filter, and entropy filter [9-13]. Thedilters
are chosen based on their results produced in bfber
medical images. They represent the sample ofdilten-
sidered for this study, although many more filtbes/e
been proven to perform better. However, this sarhpke
been chosen to demonstrate the novel method ohaval
ing the characteristics of filters using clusteritegh-
niques.

Statistical | mage Analysis
We use an assortment of statistical techniquesttpoe-

rameters reflecting image quality: mean squarererrqeen computed for grouping and classifying of simil
(MSE), peak signal to noise ratio (PSNR), and ntiz@ed fjjter sets [14-15].

cross-correlation (NCC) and normalized absolutererr

(NAE). Multidimensional scaling (MDS) is a primary Mean Square Error

utility for evaluating similarities and dissimiligs be- MSE is the best statistical mathematical paran@iesen
tween various measurements (Euclidean distance Ijnodéo quantify errors due to image noise contaminatidre
of the results of filter algorithms applied to CERT  analysis is conducted by subtracting test images fa
images. The MDS model is nonlinear, and this explor reference image as follows:
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where, x(j,k) andx(j,k) are the reference and test imagesquality analysis of the filtered image relative ¢ach
respectively and M and N are the number of rows andchethod. Methods such as MDS can be employed fascro
columns, respectively, in the input images. validating one filter technique with the others.

Peak Signal to Noise Ratio Multidimensional Scaling

PSNR is determined on a logarithmic decibel scattia ~ MDS is a cluster structure analysis approach that fwe
inversely proportional the MSE, as an alternativette employed even for nonlinear data that scales
MSE. The PSNR gives the magnitude of the differenc&easurements of similarities/dissimilarities innter of
between two images, as expressed by Eq. (3). thes distance. Cluster analysis is further developed tigy
ratio of the maximum possible intensity of an imége Euclidean distance model, hierarchical cluster yeis)|
the intensity of the corrupting noise that affettis infor-  and k-means clustering.

mation of the image. Therefore, higher the PSNRiejal _ _ o
closer a test image is to the 0rigina| image_ In this StUdy, CIUSterlng and classification arehbfun-

damental objectives for identifying the similari-
ties/dissimilarities of filters via the acquiredatistical
a?eata' Clustering is used for classification, ad aslfor a
supervised learning method [16-17].

Normalization Cross-Correlation

Patterns between two images can also be templ
matched in terms of a correlation function. A measaf
the NCC yields similarity between two images. AgRr  £,dlidean Distance Model

NCC value indicates a poor quality image. This co@p  The distance between two points on the x and yeptam

tion is given by Eq. 4. be found using the distance formula and Pythagoitean
orem [12]. The distance between points,¥;) and
Normalized Absolute Error (%2, ¥2) is given by Eq. 6.

Normalization is a process of magnitude measurement

whereby the statistical error in repeated datéinsimated.  Using MDS data, the Euclidean distance model provides a
A large NAE value indicates a poor quality imagéeT measure of the similarity and dissimilarly between filter-
NAE computation is given by Eq. (5). ing techniques

The filter output image is taken as an input of tis-  Hierarchical Cluster Analysis _

torted image” and another input is taken as thégifeal ~ This clustering procedure operates by exploring she-
image.” The two images are compared by cross wadida Cific nature of the filtered images and arrangesugs
using the parameters MSE, PSNE, NCC, and NAE fobased on the similarities of the methods [12]. Héne
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agglomerative approach (i.e., associatiom alusters to

obtain 1 cluster) is applied for grouping data. Dendro-

grams represent the nested level of similar grayspiof
filter techniques. Here, Ward'’s cluster methodniplie-
mented. Ward’'s method generates clusters in accoeda
with the total sum of squared deviations from treamof
a cluster.

K-means Clustering

K-means clustering is a nonhierarchical, gradiersicent
procedure [18]. The hierarchical cluster analysiprede-
fined work for k-means clustering because the hibia

cal cluster procedure determines the numbers hets
to be considered in the k-means clustering apprdsch
means clustering is the most widely used methodusf

tering. In addition to using the hierarchical cargproce-
dure, a very simple method of finding the numbeclo$-

ters to be considered by the k-means cluster appriza
through the “rule of thumb” described by Eg. (7).

n

2

K (7)
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rant, the bottom left corner is the third quadramigl the
bottom right corner is the fourth quadrant.

Similar filters grouped according to the MSE, watgel
Weiner, average, median, max, and min filters aeel &s
shown in figure 3. According to the PSNR, 2D FIR,
wavelet, and adaptive filters similar groups anmenied in
the first quadrant as shown in figure 4. The diaisand
Weiner filters form another similar group. Anotlggoup

of similar filters is composed of Kuan, entropydain-
verse filters. The remaining filters are scattered.

As shown in Figure 5, the groupings according te th
NCC quadrant by quadrant in the first quadrant:,min
max, median, trimmed, and statistical filters; #ezond
quadrant: entropy, Kuan, Lee, and 2D FIR filtetise t
third quadrant: inverse and adaptive filters; toarth
quadrant: wavelet, Wiener, and average filterssA@wvn

in Figure 6, the groupings according to the NAEdyaat
by quadrant in the first quadrant: Wiener, stat#fimax,
and trimmed filters; the second quadrant: mediamark
adaptive, and average filters; the third quadramatzelet,
2D FIR, and inverse filters; the fourth quadrargelmin,

The variablen, above represents the number of filteringang entropy filters.

methods employed. As an example,ricr 8,K = 2. The
K value is fixed and begins with the center as ttial
cluster. Based on the threshold values set, theesea
cluster is formed by the distance from the cenfethe
initial clusters and the mean values of methodsdoh
cluster, i.e., cluster centers are calculated. Hineeans
algorithm is chosen based on clustering methodwo#f
linear complexity, ease of interpretation, simplicof
implementation, speed of convergence, adaptahitity
sparse data, and sensitivity to noisy and outlyiata.

Resultsand analysis

The results of application of various filters tetimage

in Figure 1 are shown in the Figure 2, consistifg o
gray scale image (A), trimmed filter (B), max filtgC),
min filter (D), median filter (E), inverse filterFy,
adaptive filter (G), Wiener filter (H), averagetét (1),
Lee filter (J), Kuan filter (K), wavelet Filter (1.)2D
FIR filter (M), statistical filter (N), and entropfilter
(0). In what follows, the computational results tbe
Euclidean distance, hierarchical clustering, and
means clustering are performed using the IBM diatis
cal package for social sciences software.

As shown in Figure 3, groupings according to theBMS
quadrant by quadrant in the first quadrant: adaptiv
Kuan, and entropy filters; the second quadrant:iamed
max, and min filters; the third quadrant: wavel#iener,
Lee, average, statistical, and 2D FIR filters; tharth
quadrant: inverse and trimmed filters. As showRigure

4, groupings according to the PSNR quadrant by rqumd
in the first quadrant: Wiener, statistical, 2D FikRgvelet,
and entropy filters; the second quadrant: trimmé&ahn,
inverse, and adaptive filters; the third quadramt, max,
median, and average filters; the fourth quadramly bee
filter.

As shown in Figure 5, similar filters grouped acting to
the NCC are the median, trimmed, max, and minr§ilte
followed by the statistical filter in the first qdint. An-
other group consists of the Kuan, Lee, and 2D Hters.
The Weiner, wavelet, and average filters form a@oth
group. The remaining filters are dissimilar. As whoin

kFigure 6, similar filters grouped according to M&E are

the adaptive, Kuan, and median filters. Apart fritrase
groups of filters, all others are scattered ancsichigar
[19].

The Euclidean distance method groups the similar-

ity/dissimilarity of the filters on the basis ofeghvIDS
data. Dimensions 1 and 2 represent the multidimeasi
values of the MDS, where equal diagonal valueseeorr
sponding to the x and y-axis, respectively. As smomw
Figures 3-6 the Euclidean distance plots are diviae
cording to quadrants, where the upper right coiméhe
first quadrant, the upper left corner is the secqudd-

27¢

From the Euclidean model, the common filters based
all statistical parameters, MSE, PSNR, NCC, and NAE
are as follows. In the first quadrant are the stiatil,
Wiener, and entropy filters. The statistical filisrfound

in this quadrant for most of the parameters. Thmse
quadrant filters are Kuan, median, and adaptivethis
quadrant, the Kuan filter is the most common filtEne
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third quadrant filters are wavelet, inverse, 2D F#Rd quadrant is the statistical filter and that of thecond
average. In the fourth quadrant, the Lee filtefosnd. quadrant is the Kuan filter. The third and fourtradrants
In the overall evaluation and analysis, the maxinulus-  do not exhibit maximum repeatability like the fimhd
tering from the Euclidean distance model in thst fir second quadrants, so these quadrants were diseeigard

(SR NAGE PAED AN FTERED HRIFLERED i AP

ED FTERED Pt IR LT AGE AR LB Gt HESHER PATELE gk

HEFATEFUTEREL WGt |FE FUTERED i FUIFLERED WiGE AT ET TN S0 FLTERER Wt

WA TNEaLLTE

Figure 2. Output images of filtering techniques applied tdiet CSR-OCT image in Fig. 1.
A: grey scale image, B: trimmed average filtersn@x filter, D: min filter, E: median filter, F: werse filter, G: adap-
tive filter, H: Wiener filter, |: average filter,: Lee filter, K: Kuan filter, L: wavelet denoisiditer, M: 2D-FIR filter, N:
statistical filter and O: entropy filter.
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Figure 5. Normalized cross-correlation Euclidean distancedelo
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Figure 7. Comparing values of the central serous retinopathgge (CSE1-19) by the mean square error.
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Figure 8. Comparing values of the central serous retinopathgge (CSE1-19) by the peak signal to noise ratio.
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Figure 9. Comparing values of the central serous retinopatigge (CSE1-19) by the normalized cross-corretatio
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Figure 10. Comparing values of the central serous retinopathgge (CSE1-19) by the normalized absolute error.

The sample of the £9image (CSE1-19) taken from the same instrumenh{i@dmology, Inc.) is used for analysis.
Although the cross sectional area of interest differ each image, the data resemble the sameeXdmined image is
computed on a constant dimension [20-21].

The graphical output of comparing the (CSE1-19)genasing statistical parameters MSE, PSNR, NCC,N#E re-
sembles the same values, as shown in the Figufi€s 7—
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Figure 11. Hierarchical clustering of data using the mean aguerror.
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Figure 12. Hierarchical clustering of data using the peakrg&fto noise ratio.
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Figure 13. Hierarchical clustering of data using the normalizcross-correlation.
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Figure 14. Hierarchical clustering of data using the normatizebsolute error.

Based on subtrees, the results of the computeccluge filter techniques based on the hierarchical clusgeden-
tering methods are identified. The analysis of ill@ar- drogram are average, statistical, Weiner, Lee, 2B, F
chical clustering statistical parameter is expldibelow. and wavelet filters. The second cluster consistsniof
Using the MSE, as shown in Figure 11, similar dust and median filters. The third cluster is formednfrdn-
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verse and Kuan filters. The fourth cluster is ad@pand
entropy filters. The fifth cluster contains trimmeshd
max filters. Using the PSNR, most of the filterhieiues
are similar, as shown in Figure 12. The first duston-
tains medium, Lee, Weiner, min, Kuan, averagejsstat
cal, max, wavelet, and 2D FIR filters. The secohster
consists of adaptive, entropy, and inverse filtéhse third
cluster is the trimmed filter. Using the NCC, &leftfilters
are similar except for the adaptive filter, as show Fig-

ure 13.

Using the NAE, three clusters are formed, as shown
Figure 14. One set consists of trimmed, statisti2&)
FIR, Lee, and Weiner filters. The second set ispasad
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of median, wavelet, Kuan, and average filters. il
cluster is formed of inverse, adaptive, max, antlopy
filters. Dissimilarity is identified with respeaot tall other
filter techniques by this statistical parameter.

In the general analysis of the hierarchical clusipr
proach, the most common among all cluster groups ar
the statistical and Wiener filters in statisticalameters.

K-means clustering is conducted according to thiée“of
thumb” by which,n = 15,K = 3, and the clustering graphs
for the various statistical parameters are showrigares
15-18. In the analysis the k-means output, the MSE,
PSNR, NCC, and NAE are mostly linear and no drastic
change in output is visualized.
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Figure 15. K-mean values of the mean square error for K = 3.
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Figure 16. K-mean values of the peak signal to noise ratidfe 3.
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NCC K-mean (k=3)
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Figure 17. K-mean values of the normalized cross-correlat@rK = 3.
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Figure 18. K-mean values of the normalized absolute erroikfer 3.

K-means clustering was performed uskig- 2 and 3 for
comparison. Using the MSE, the clustered filtersko=
3 are adaptive, inverse, and entropy. Similarly,Ko= 2,
the clustered filters are Weiner, average, Kuanjeled,
statistical, and 2D FIR. Using the PSNR, the ciufsieK
= 3 consists of max, min, median, Weiner, average,
Kuan, wavelet, statistical, and 2D FIR filters. Samly,
theK = 2 cluster contains inverse and entropy filtérs:

NAE, for K = 3, the cluster contains only the inverse fil-
ter. Similarly, forK = 2, the cluster contains min, Weiner,

average, and 2D FIR filters.

From analysis of all outputs of the Euclidean, diehi-
cal, and k-means clustering approaches, the masthcm
filters based on cluster repeatability are expikssdawo
stages. In the first stage, the most preferablecandid-

ing the NCC, forK = 3, the cluster contains the 2D FIR, ered to be most suitable according this studyessthatis-

statistical, wavelet, Kuan, and Lee filters. Similathe K
= 2 cluster consists of trimmed, max, min, median,
verse, Weiner, average, and entropy filters. Udimg

Biomed Res- India 2015 Volume 26 Issue 2

tical filter. In the second stage are the Weinad Koan
filters. The first stage filter is more dominant @CT
images.
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Figure 19. Statistical techniques applied in CSR filtered gma

So far, all evaluation has been conducted by thesMB filtering techniques are analyzed for evaluatiod aate-
Figure 19, the individual formulae for PSNR, MSEC®l  gorization into similar groups using the standaedisti-
and NAE are applied to the CSR-OCT filters anduwhle  cal parameters MSE, PSNR, NCC, and NAE. Cluster
ues are attained to form the graph. This outpwgaksvthat analysis data derived from the Euclidean distanodeai
the PSNR parameter is very important for two reason hierarchical clustering, and k-means clusteringdeter-
First, the increase in the value is indicativehd tjuality mined via statistical parameters. Classificatiorsiofilar

of the image, and the second regards the clustefitlge filters indicates that the most similar filter tedfues are
filters in the grouping range. Thus, this make nalgsis the statistical, Weiner, and Lee filters followeg the
the PSNR value with respect to the Euclidean digtan average and wavelet filters. Apart from these, idar
model, hierarchical clustering, and k-means clirsgein ~ categorization is found with respect to filterimghniques
the multidimensional values. This reveals thatdtagisti- and statistical parameters. In general, the statidflter
cal filter is uniquely common among all the clustgr is more effective in CSR-OCT images. Future work wi
techniques considered in this analysis. This igptfreary  be pursuing analysis by neural fuzzy techniques.

result that we determined by the clustering teahesqg

considered. There are other methods to identifycéife Competing interests

filtering technigues. However, through the MDS nogkh

employed for combinational evaluation of statidtte®h-  The authors declare that they have no competiegdsts.
nigques such as PSNR, MSE, NCC, and NAE with the fil

ters considered, we determined by the number afatepl
clusters in the combined statistical techniqueg tha
statistical filter is the most effective for CSR-D@nages
convoluted with speckle noise. For other filtefse tre-
sults may be different. Here, basic and fundamdittials
have been chosen. These basic and fundamentas filt
were chosen because they derive from decades of
search and lead the path toward more effectiverdilt
This novel clustering method of evaluation provides-
redundant data by which systematic identificatibsimi-
lar sets of filters and commonly repeated filtexsuits in
better identification of the most effective filtdor the Referenceand Links
application considered.
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