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Abstract

An enhanced classification system for classification of brain tumor from MR images using asso-
ciation of kernels with support vector machine is developed and presented in this paper. Ori-
ented Rician Noise Reduction Anisotropic Diffusion filter is used for image denoising. A modi-
fied fuzzy c-means algorithm termed as Penalized fuzzy c-means algorithm is used for image
segmentation. The texture and Tamura features are extracted using GSDM and Tamura
method. Genetic algorithm with Joint entropy is adopted for feature selection. The classification
isdone by support vector machine along with various kernels and the performance is validated.
A classification accuracy of 98.83% is obtained using SVM with GRBF kernel.
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| ntroduction ing is enhanced by Bilateral filtering of the apyproate
coefficients. This method of denoising scheme was
In recent years, brain tumor is found as one ofntiagor widely adapted to Rician noise. Moreover, the Jigaa
diseases leading to death of human beings. The iMRI tion and the diagnostic quality of the denoisedgenare
widely used by most of the physicians to identifie t €enhanced by this filtering scheme. This scheme renco
brain tumor in the present days. Identificationtlné tu- passes greater ability for noise suppression. Antbeg
mor regions accurately from the MRI images is onsi various denoising methodologies for MR images kirag
ered to be a challenging job for the physicians ifhage  algorithm proposed byaya et all[3] for denoising the
processing tools are used to accurately classifyttmor. MR brain images. According to this algorithm, apah

Many researchers reported various techniques fatid tion of preprocessing technique provides more psomi
fication of tumor region. results. The algorithm processes the task in thtages

namely, dataset acquisition, preprocessing ancenas
Quantitative analysis on MRI brain image yieldsnifig ~ moval.
cant performance in noise reduction compared teroth
quality measures. Similarly, an anisotropic difeusi Yong Yand4] proposed a novel fuzzy C-means algorithm
method for ultrasound images was explained using &amed as Penalized fuzzy C-means algorithm. A penal
novel filtering technique that relies on estimatiointhe ~ term is introduced by modifying the objective fuootof
standard deviation of the noise proposedKb¢rissian et the general FCM. This approach overcomes the rseise
al.[1]. From the estimated noise, the metrics of itierf Sitiveness of the FCM. A high speed parallel fugzy
were chosen automatically. This property provided ameans algorithm was introduced SyMurugavalli et al.,
intuitive filtering by enhancing the convergenceeraf [5]. It combines the advantages of both SFCM and
the diffusion. The parameters namely planar, volime PFCM. This algorithm reduces the execution time for
and linear components of the image are combingtisn large images.
filter.

Earlier methods used Spatial Gray Level Dependence
Anand et al[2] proposed a bilateral filtering scheme Method (SGLDM) for feature extraction. Though itsva
based on wavelet in order to reduce the noisesRnitt  successful, the time consumed by this method wgteehi
ages. The noisy coefficient utilized was undecimate and also has higher complexity. To reduce the fione
Wavelet Transform (UWT). The efficiency of the dano computationA.E.Svalos et al[6] analyzed the SGLDM
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method by a pilot application. A technique waspmsed tion accuraciesMehdi Jafari et al.,[18] proposed a hy-
by M.Vasantha et al.[7] for extracting the intensity his- brid technique for automatic brain tumor detectionthis
togram and Gray Level Co-occurrence Matrix (GLCM)work the SVM classification technique was adopted f
features from MR mammogram image. classification along with genetic algorithm.

Kernel F-force feature selection (KFFS) method was  Brain tumor classification using GA and SVM

posed byKemal Polat et al.[8] for selecting the features. The general flow diagram for the proposed workhisven
Results showed that the proposed KFFS function®gret in fig.1. The MR brain image under testing undesgoe
than the F-score feature selection. Followed Ly, th various processes such as preprocessing, feattnac-ex
Hsieh-Wei Lee et al[9] proposed a method for extracting tion, feature selection and classification.

the features from the brain images. This was edrout

through integrating the Support Vector Machine (VM R Image Acquisition
with the feature selection process in the kernatsp A

new method was introduced Bacauskiene.M et al[10]

in order to elect the salient features for clasation and 4
further image processing process. Here, pairedttwas Digitization

used to eliminate the redundant features and arigene
search was employed to detect the hyper-paransater,
to elect the salient features.

Image
quality?

A texture based classification system was propdsed
Sidhuet al.[11] using SVM and wavelet transform. The
core concept of this classification system wasd&niify
and analyze the factors that considerably affegtpér-
formance of SVM and wavelet transform during thecpr Image denoising (ORNRAD filter)
ess of texture classification. A batch type leagniector
guantization technique for segmentation was prapbase
Miin-Shen Yang et al[12]. It provides good accuracy A 4
and qua"ty for the accurate measurement Of h|WB Segmentation (penalized fuzzy C-means cIustering)
volume in MR images. The methodology was compared » Skullremoval

with the generalized Kohenen’'s competitive learning
method.

Not Acceptable

acceptable

\ 4

A hybrid technique based on association rule mimtt Feag”et EXt;aC:iO” (Gslg';" at”d Tamura Method)
decision tree algorithm was proposed BRajendran et exture features ( 15 features)
al., [13] for the classification of tumor from CT images

The image was segmented using morphological opening y

and edge detection techniquédubashir Ahmad et al., Feature Selection

[14] reported a classification technique based ®MS Joint entropy and Genetic Algorithm
classifier. The feature extraction was carried byt

DAUB-4 wavelet and the features are selected using v

PCA. Linear kernel and Radial basis kernel functionf Classification (SVM Classifier with kernels)
SVM were used for the classification. A performance (Performance comparison of various kernels)
analysis of the SVM classifier on brain tumor diagis

was reported byP.Shantha Kumar et al[15]. In this ¢ ¢
work the GLCM features, LBP features, Gray level-fe Normal Abnormal
tures and Wavelet features are extracted and traisieg |

SVM. ¢ *
Amita Kumari et al.[16] proposed a hybrid method using Benign Malignant
PSO and SVM. Here the wavelet based texture fesature

are extracted using HAAR wavelet. The featurestiaea
selected using PSO and trained with SVEhamika
Ahirwar [17] provided information about the various
segmentation and computation techniques which fwits The preprocessing starts with the denoising of MR i
the classification of brain MRI. Here the resulterey ages. It is accomplished by Oriented Rician NoieduR-
compared with the Keith’s database to show theipred tion Anisotropic Diffusion filter. It is a modifiedorm of
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Figure 1. Flow graph of the brain tumor classification syst
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anisotropic diffusion filter which removes the d@ninoise A diffusion matrix DM is designed to share eigertoes
in MRI images without affecting the quality of theer-  E i € [1,N] of T,,_., while the eigenvectors,FF,

esting regions and preserves the e_dges. .The MRjesna and E are related to leveling of noise. Then the eigenve
are denoted as random vector variables in whichuthe tors are written as

known random vector variables are denoted asd the

known random vector variables are denoteg.dhe es- E,=1-K ; _ (32)
timation % of x is a function of. E,=1-K+-(1- K.) (3b)
The estimated error vecta)(is equal to the difference of g =1 _g +1L1 - Kp) +3(1-K) (3c)

i andx, while the MSE is equal to the trace of error co- ) ) - . ) )
where K is the gain coefficient in a local isotropi

variance matrix. neighborhood K, = K({GP}EFE_’Va]-(gp}s_f_j| is the
MSE = tr {E{(Z~ X).(¥~ )T} (1) gain in the local planar neighborhood defined by ¢

where T is the structural tensor. A Linear MMSE (iMi genvectors E2 and E3, ark] = KHOP}E ,‘»-ar{OP]EE)

mum Mean Square Error) estimator is applied to miniiS the gain in the local linear neighborhood orehby
mize the MSE in the MRI images. An extension isliagp €igenvector E3. Then the local mean value can toeica
to the matrix diffusion which possess the statstimop- lated as

erties of the local structure in the image whichttfer  (0P). . = f-_fi_,_,op{x.; iE, + jE;) (4)
improves the overall performance of the filter.uSture FE BT :

tensor can be described by the outer product ofjthdi- (OP), = iz_a_ OP(X +iE,) )
ent, smoothened by a Gaussian convolution as ' B g5a=—3 3

T,1.2(0P) = GUS, = (?ELOP : ‘i'ﬁ:OP‘) (2) Here same sets of neighborhood are usef2)o com-

pute the local variance. The diffusion matrix (D&én
HereGUS , is a Gaussian kernel of standard deviation be written upon the basis of (B, Es) as

. E 0 0
g, andV_ OP is the gradient of the output signal. Let, DM = 01 E. 0 (6)
evi> ew > ey > 0 are eigenvalues and,E,, and k& are 0 0 E

corresponding eigenvectors. The eigenvecterand &
provide the local orientation of maximal and minirima

. s . Equation (7) shows the corresponding diffusion équaas
tensity variation respectively.

a sum of three diffusion terms.
dopix.:)

X5 _ div(DVOP) = 6 E div((1— k)VOP) +>div((1 — K;)V,0P) + >div ((1- Hf}vl.op)] 0

ot

V0P is the projection of the gradient formed byin an efficient reduction of noise simultaneoudlggerv-
(E.,E,) andV,0P is the projection of the gradient ing the detailed components and the high definitibtihe

) ] ] ' _ interface between various brain tissues.
in the direction & A multithreaded version of

Jacobi numerical scheme is used for the discretiz&egmentation is an important process in MRI imdgs-c
tion of Partial Differential Equation. sification in which the testing area is extracteahf the

. 0 ko ob whole image. Here it is done by adopting an albarit
[}P""i = : termed as Penalized Fuzzy C-Means algorithm (PFECM)
14dt Lpen (8) which is a modified FCM algorithm. In conventid&al
) FCM algorithm, there is no information about sgatian-
text, which cause it to be sensitive to noise andging

value of diffusion coefficient between the positirand ~ artifacts. In PFCM, a penalty term considers tbatial

; ; ; ; ; dependence of the object which is inspired by the
its neighbor pixel n. It is stable for any timepstdt, and X . T X )
g P y P Neighborhood Exception maximization algorithm asd i

also has better convergence time. The primary reeso  modified according to the FCM criterion. The objeet
choosing the ORNRAD filter is due to the minimuta fi  function of the PFCM is given by
tering time compared with other filters. This filr@sults

PR (X)+dt Lper O (n)

Heren is the neighborhood of the point }s‘.ﬂ,f is the mean

Torca = =y Zi=y (uy)" d? (%, v) + ¥ Xh=y E;':=1 2 (uy,)s [1 - u:;)q Wi %)
where w, = E 1 if x; and x, are neighbors and j # k (10)
’ 0 otherwise
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y(= 0) Controls the effect of the penalty term.

The objective functiolf,..,, can be minimized with the

help of an iterative algorithm which is derived the

valuation of the centroids and membership functiiras
satisfy a zero gradient condition. When the PFChbal
rithm converges, a defuzzification process takeselto
convert the fuzzy partition matrix into a crisp {i#on

which is the segmented image.

Visual content in the image are captured by extigahe
features present in the image. This informationssful
for the indexing and retrieval. Visual features &w-
level or primitive features, which can be eithemaddin-
specific such as human face, finger prints, etgeoreral
features like color, shape, and texture. Featoeesbe
extracted based on color, texture, or shape. &kieire
based features are extracted in the present wihk. tex-
ture can be characterized by structure (spatiaitiosl-
ship) and tone (intensity property). This is impénted

through the GSDM and Tamura method. Tamura fegtur
of a preprocessed image can be retrieved through co
structing a co-occurrence matrix named Gray Lewal C

occurrence Matrix (GLCM) also known as GSDM.

Madheswaran/Dhas

This matrix is a two dimensional matrix, Rvhich holds
the information about the position of the pixel ttinas
similar brightness value (gray levels).q €bnsiders and
specifies the relationship among the reference and
neighbour pixel at a time. Neighbour pixels, whate
presented at the right side of the reference pidaich is
expressed using P(i, j) relation. It has< ndimension,
where n denotes the number of gray levels in thegam
Number of occurrence of the image can be repregemnte
the matrix as p Likewise, value (i, j) is lying at distance
d in the image. For example, if d = (1, 1) thenythee
found from the matrix as shown in Fig. 2.

It contains 16 pairs of pixels that satisfies theagation
in spatial. In the example as there are onlyay dgevels
the P(i, j) is of3 x 3matrix. Following steps are carried
out to construct the co-occurrence matrix

1. Pairs of pixel are counted, in which the valtie ¢.e.
the first pixel) and (i.e.i’'s matching pixel) are situated at
& distancel.

2. The computed count is inserted into the mattik"aow

and |" column Matrix is not symmetric, due to the numbgr
pixel pairs having gray level is not necessarilyacdgo the
number of pairs of pixel having gray level.

0 1 2
j

Figure 2. Co-occurrence matrix

Different texture and Tamura features can be etddato
predict the risk level of the tumor. Each featvedue
can be computed from the matrix constructed ugieg t
corresponding formulas and they are used to analifze
ferent properties of an image separately. Theswifes,
explain the spatial ordering of texture constitgent

508

(i) Contrast

Local variance present in the brain tumor MRI can b
measured using contrast. If P (i, j) in the maltrids more
variations then the contrast will be high. The tcast
value from the matrix can be obtained from

Coone (. ¥) = E; Z;(i — )*P(L ) (11)
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(i) Homogenity

(xi) Coarseness

The homogeneity of an image can be found from th&his feature is calculated for each pixel (x, y)tle im-

combination of low and high values of P(i, j) iretio-
occurrence matrix. This feature results in spmegdhe
P(i, j) values evenly in the matrix. Mathematicatgmo-
geneity can be expressed as

Plij
Cho*ﬁoger::r;' - E: E_,-

1+4|i+j|
(iii) Entropy
This is a measure of information content and ranuess
of intensity distribution. When all the entriestb& matrix
are of same magnitude then entropy is higher otisenit
is smaller. The entropy can be measured usingdbe-
tion (13).

(12)

CEF:::-'.:;,:;.- = - E: ZJ P“j] InP ij:} (13)

(iv) Correlation

Intensity of an image is measured using Correlation™

through the equation (14). If an image contai®@sid-
erable amount of linear structure then the coimiat

value will be higher.
T.¥

C‘GG“rg'H"ggv = .-I'.-.[:“I.F If:'-‘l.'ll:_ﬂ'.ai (14)
: s .‘-'a;.'-'lj'

Where,a: =3 E'Pfi'.j)andp:.: =Y i2P(i,j) — ﬂ,:: .

(v) Energy

The Texture energy is measured by

CEr.e:"g_‘.' = :’;12:;1"{-‘(1})' (15)

(vi) Maximum Probability

This feature corresponds to the strongest respoibés
can be expressed mathematically as

Cpae = max, ; P(i,j) (16)

(vii) Local Homogeneity, I nverse Difference Moment (IDM)

This is influenced by the feature homogeneity ofiran

age using the equation (21). This represents iteetd
relationship to the repetition rate and scale.

Cooarsoness 5 V) = Zf:;j ;;_-__1 yriz ;;'_if[i.ﬂlek (21)

¥—x—

Other features
1. Cluster Shade:

Ces = T35 2(i — 26)°H,(i|Ax,Ay)

Where = 2522 iH, (i Ax,Ay)

(22)

2. Cluster Prominence:
Ceprom = EE;EI EC:.I}I{E +ji—0,— 5;.-}1 = P(1,j) (23)
3. Inertia :

L, = L85 XS (i — )% = P(i)) (24)
4. Cluster tendency:
Crenp = E:'G:_.::1 Z?z_l{f +Jj- Eu}" = P(i.j) (25)

The subset of features can be selected for dimealgip
reduction from the extracted features. This ismaily
carried out in order to eliminate redundant andléwant
features that are extracted. The selection prosesar-
ried out using joint entropy and genetic algorithfime
entropy is estimated for the features and for #nget of
the selected image that required to be predictétlis
value is determined from a grayscale image, whielasn
ures the randomness present in the image to charact
the input image’s texture. Having entropy valuesed
mined the mutual information among the features and
targets are determined. This information is useddti-
mate and measure how a random variable is able-to d
scribe and impact on other variable.

age. IDM values are low for the inhomogeneous &8ag yith this statistical information, genetic algorithis im-

and high for homogeneous images. It can be medsgre

- - 1 .
= X0 i o= PG (17)

CI DM

(viii) Sum of square, variance

The element whose values differ greatly from thig)R(
average value then for such elements the featutewva
are relatively high value. It can be computed as

Coar = Licg L523 (i — 6)2P(4, 1)
(ix) Auto correlation
Coarseness and regularity of an images texturebeaana-

lyzed through Kaizer. Spatial relationship amolng primi-
tives can be measured using

(18)

flapflitpj+aql
P e (%))

MN
(M—p)(N—g) I,

(19)

Cac {IJ q-} =

(x) Directionality
Total degree of directionality is calculated foreth
neighbours that are non-overlapping using

Coir = Z; ZDEW:(G - Gp):HD (@)

Biomed Res- India 2015 Volume 26 Issue 3

(20)

plemented to estimate the fithess values for al -
tracted features from the population initializatiorThe
determined fithess values are analyzed to determine
whether the minimum relevance and maximum redun-
dancy exits between the features that are extraciet

fails to choose a feature subset then they areepsed
again by the genetic algorithm. Otherwise, theseho
features are grouped to form a subset based orhvha:
diction process is carried out.

Classification is the process of classifying theegi input
by training with a suitable classifier. Support YWecdVia-
chine (SVM) classifier is one of the best classiBeg-
gested by many researchers which can be optechéor t
brain tumor classification from MR images. It isd&@
pendent of dimensionality and feature space. S\évisir
forms the input space to a higher dimension feadpexe
through a non-linear mapping function and consttbet
separating hyperplane with maximum distance from th
closest points of the training set. SVM classifidong
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with linear and non-linear kernel functions produtest
results in classification. It is found that the esekernels
mentioned here can be used for MR image classitat

1. Linear kernel:
The linear kernel is the simplest kernel. It isiced by

K [.1':,.1':) = ":.'t, (26)

2. Polynomial kernel;

The polynomial kernel is suited for problems witbrn
malized training data.

It is given byx [11) = (ax]x; +¢c)* (27)
whereaq is the slopeg is a constant and is the polyno-
mial degree.

3. Gaussian Radial Based Function kernel:
The GRBF kernel is defined as

(28)

K(x,x;)= exp(—: r_: )

Madheswaran/Dhas

f{(x:._rj) = exp (—' Yz_r ) (29)

-
5. ANOVA kernel:

The ANOVA kernel is also a radial based functiomiet
It is defined as

K(x.%;) = ey exp(—o(xk — x)2)*

6. Multilayer Perceptron kernel:
Multilayer Perceptron kernel is also called as Higpéc
Tangent kernel or Sigmoid kernel. It is defined as

(30)

f{t:.r:,.rf] = tanh(yxfx, +7) (31)
wherey is the slope andis the intercept constant.
7. Fisher kernel: Fisher kernel is defined is

K(x,x;) = U1V, (32)

Results and Discussion

The classification of MRI brain images using PFGBA
and SVM with kernels is carried out using imagecpss-

ing tools. The images are taken from the databases

whereq is an adjustable parameter. It is a non-linear keamely MR-TIP, NCIGT, BraTS, BITE and TCIA. The

nel and is very sensitive to noise.

4. Exponential Radial Based Function kernel:

images are preprocessed for noise removal, segthfarte
separation of interesting area and the featureseare
tracted for classification. The performance of DR-

The ERBF kernel is close to GRBF with only the squa NARD filter is estimated and compared with varidilis

of the norm removed. It is defined as

ters as shown in Table 1 and is further used ftidation.

Table 1. Performance comparison of various filters

Parameters M SE PSNR CNR QI MAE
Filters

HMF 47.6 31.42 53.23 0.935 2.97
LMMSE 84.8 28.75 45.52 0.15 4.2
HOHM 85.6 29.02 45.35 0.88 3.62
NLM 49.2 31.25 58.2 0.89 3.18
ORNRAD 30 33.35 52.56 0.92 1.25

Test Image

Noisy image

Filtered Image

Denoised image

Figure 3. Noisy input image and denoised output image of RA&MNfilter
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The denoised image is then segmented for extractingerforms well by consuming a minimal time compared

the area of interest from the image. The skull orgi

to other fuzzy algorithms. Then the segmented iniage

and other unwanted regions were removed using Penaubjected to feature extraction. The extractedurext
ized Fuzzy C-means algorithm. The segmentation-accand Tamura features are then subjected to fearte s
racy of PFCM algorithm for 10 images is comparedection which is done by Genetic algorithm alonghwi
with other Fuzzy based segmentation algorithms andoint entropy. The extracted feature values foarae
the result is given in Table 2. The PFCM algorithmimage are given in Table 3.

Table 2. Performance comparison of various Fuzzy based sptations

S. No. Number of Misclassified pixels
FCM SFCM SKFC PFCM
Image 1 163 18 7 4
Image 2 87 14 2 3
Image 3 123 32 14 9
Image 4 56 23 9 5
Image 5 73 30 11 15
Image 6 158 53 14 12
Image 7 192 61 23 32
Image 8 133 37 18 16
Image 9 92 21 12 9
Image 10 125 27 15 21
Consuming time (approx..) 5sec 8 sec 24 sec 6 sec
Table 3. Extracted values for the features Sensitivity is the probability of positive for aagjnostic
test. It is also termed as true positive fractidhe per-
S. No. Features Values centage of sensitivity is given by
1 Contrast 2.3752 Sensitivity = r_,:an *100%
2 Homogenity 0.7623 . " . .
3 Entropy 21436 whereTp is the True positive anBn is the False negative.
4 Correlation 0.2136 Specificity is the probability of negative for aagnostic
5 Energy 0.1561 test. It is also termed as true negative fractidme per-
6 Maximum probability 0.7539 centage of specificity is given by
7 Inverse difference moment  1.1752 Specificity = * 10004
8 Variance 0.2257 n+Fp
9 Auto Correlation 47.130 whereTn is the True negative arfp is the False positive.
10 Directionality 0.8349 Accuracy is the probability that a diagnostic tisstor-
11 Coarseness 2.376 rectly performed. It is calculated by
12 Cluster shade 56.23 Ace = Tp+Tn « 100%
13 Cluster prominence 3.2732 TptFntTntFp
14 Inertia 0.125 The perf_orma}nce of the SVM classifier_w_ith varides-
15 Cluster tendency 43.239 nels is given in Table 4. From the table it is fddhat the

The output of the GA is then trained with SVM ciéies
using seven types of kernels. The polynomial keisel
also tested with the degree from 1 to 5. For thaBBR
ERBF and ANOVA kernels it is tested with the scglin
factor from 1 to 5. Here the performance of thespng
method was evaluated in terms of sensitivity, Jjitgi
and accuracy.

Biomed Res- India 2015 Volume 26 Issue 3

SVM classifier with GRBF kernel performs better riha
the other kernels. It is also estimated 100% sSeitgijt
90% specificity and accuracy of 98.83% for the SVM
classifier with GRBF kernel. This may be due to ihe
herent property of gradient in GRBF kernel.

The classifications of the MR image using varioesnkls
are given in Table 5. It is found that the GRBRkéclassi-
fies the tumor more accurately than the other kgrne

511



Madheswaran/Dhas

Table 4. Performance of various kernels with SVM

Kernel used Total no. of images TP FN TN FP Sensitivity  Specificity  Accuracy

Linear 172 147 3 17 5 98 77.27 95.34
Polynomial 172 149 3 17 3 98.02 85 96.51
GRBF 172 152 0 18 2 100 90 98.83
ERBF 172 151 3 14 4 98.05 77.77 95.93
ANOVA 172 151 2 16 3 98.69 84.21 97.09
MLP 172 140 8 15 9 94.59 62.5 90.11
Fisher 172 144 6 16 6 96 72.72 93.02

Table 5. Classification of MR image based on the kernels

Kernel used No. of images Images classified
Normal Benign Malignant

Linear 172 17 103 44
Polynomial 172 17 104 45
GRBF 172 18 107 45
ERBF 172 14 107 44
ANOVA 172 16 107 44
MLP 172 15 103 37
Fisher 172 16 102 42

Table 6. Comparison of Classification Accuracy ObtainedMayious Methods

Author Technique used Classification
Denoising  Segmentation Feature Feature Classification ~ Accuracy in %
extraction selection
Jafari et al [18] Gabor filter GA SVM 83.22
El-Dishan et al [19] - - HAAR wavelet PCA ANN 97
Mahmood et al [20] - - HAAR wavelet - FIS and FFNN 95.6
Rajalekshmi et al [21] Wiener filter Color convette  Wrapper - MC-SVM 92.6
K-means approach
Present Work ORNRAD PFCM GSDM and GA with SVM-Linear 95.34
filter Tamura method Joint entropy
SVM-Polynomial 96.51
SVM-GRBF 98.83
SVM-ERBF 95.93
SVM-ANOVA 97.09
SVM-MLP 90.11
SVM-Fisher 93.02

The performance of the developed classificationesyss  fuzzy C-means algorithm and the optimized featames
compared with the existing techniques is giverhimTa- selected using genetic algorithm along with jointrepy.
ble 6. The performance of SVM classifiers with variousrads
was estimated and found that the GRBF kernel pador
It is seen that the SVM classifiers outperform ottlassi- well compared to other kernels. The classificatmcu-
fiers. In particular, the SVM classifier with GRB€rnel racy was also found to be high for SVM classifigthw
produces a higher classification accuracy of 98.8Bts  GRBF kernel.
is due to the combination of the ORNRAD filter srtfeo

ing characteristics and GRBF kernel for classifarat References
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