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Abstract 

 
Determination and classification of white blood cells are very important for diagnosing many 
diseases. The number of white blood cells and morphological changes or blasts of them provide 
valuable information for the positive results of the diseases such as Acute Lymphocytic 
Leucomia (ALL). Recognition and classification of white cells as basophils, lymphocytes, 
neutrophils, monocytes and eosinophils also give additional information for the diagnosis of 
many diseases. We are developing an automatic process for counting, size determination and 
classification of white blood cells. In this paper, we give the results of the classification process 
for which we experienced a study with hundreds of images of white blood cells. This process will 
help to diagnose especially ALL disease in a fast and automatic way. Three methods are used for 
classification of five types of white blood cells. The first one is a new algorithm utilizing image 
matching for classification that is called the Speed-Up Robust Feature detector (SURF). The 
second one is the PCA that gives the advantage of dimension reduction. The third is the 
classification tree called dendrogram following the PCA. Satisfactory results are obtained by 
two techniques. 
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Introduction 
 
The motivation behind this study is to develop an 
automatical process for helping the diagnosis of Acute 
Lymphocytic Leucomia (ALL) desease. Most of the 
diseases can be diagnosed by the numbers and sizes of 
white blood cells found in a blood smear. Among other 
diseases, ALL disease that has to be diagnosed in a fast 
and accurate way is very critical for the health of children. 
Today, manual methods are used to count and cell size 
determination. This can give rise to inaccurate results. It 
is also very tedious effort to determine number of cells 
within a blood smear. The results are dependent on the 
situation of the expert doing the analysis. Therefore, a 
reliable automatic and fast way is vital for determining 
number of cells and sizes of them. The main purpose of 
this paper is to describe the development and to present 
the results of a blood smear image based process to help 
for diagnosis of diseases. Recognition and classification 
of the types of white blood cells as basophils, 

lymphocytes, neutrophils, monocytes and eosinophils also 
give additional information for the diagnosis of many 
diseases. We are developing an automatical process for 
counting, size determination and classification of white 
blood cells. In this paper, we give mainly the results of 
the developed classification process. It is the core of a 
computer aided diagnosis system. This process will help 
to diagnose especially ALL disease in a fast and 
automatic way. The process may replace the classical 
manual process that is still used in medical laboratories 
today. Since the process that we developed is a computer 
based system, it can give us invaluable opportunities for 
diagnosis and treatment of diseases. The process is mainly 
an image based system. There is no need for using blood 
itself during the process. The experiments and analysis 
can be repeated easily and frequently. The results can be 
obtained in a fast way and they are reliable and accurate 
enough. A database can be created for patients. It can be 
reached by the doctors when they need to see the state of 
a patient in any time. The system can be the part of a 
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computer network in a hospital. Remote access to the 
system and its database can be possible. Diagnosis and 
treatment can be achieved quickly. The process that we 
developed has two main sub-processes (Fig.1). The first 
one is the image processing part and the second is the 
classification part. Image processing is necessary for 
segmenting individual white cells for further processing 
such as determination of the number of cells and sizes of 
cells, and classification as well. Three methods are used  
 

for classification. The first one is a new algorithm 
utilizing image matching for classification that is called 
the Speed-Up Robust Feature detector (SURF). The 
second one is to use PCA for dimension reduction 
purpose, a couple of classical artificial neural network 
structures. We applied principal component analysis for 
classification. A classification tree is also created 
following the PCA application. It is called the 
dendrogram obtained for the types of white blood cells.  
 

 
 

Figure 1.  Block diagram representation of overall process 
 

Diseases can be diagnosed by the number and 
morphological changes of white blood cells. Today, the 
diagnosis has still been achieved mainly by manual 
techniques. However, the accuracy of it depends on the 
operator’s expertise. The situation of the operator may 
highly affect the analysis. Recently, there are efforts and 
research studies on making it automatic the process [1-3]. 
The works on automatization can be divided into two 
parts, namely, segmentation and classification of blood 
cells. In this paper, we mainly concentrated on the 
classification problem. Since there are a lot of cells in a 
blood smear, we have to find a suitable way to detect and 
classify them. In literature, there are some effective 
methods for classifying high dimensional data [4, 5]. We 
apply principal component analysis (PCA) for reducing 
high dimensional data. Neural networks are also widely 
used for classification of white blood cells [6,7]. 
Segmentation of cells is also one of the main topics on the 
white blood cell analysis. Shape is an important 
characteristic for determining a lot of diseases including 
ALL. Therefore, both red and white cell shape estimation 
are studied [8,9] K-mean clustering method and Fuzzy C-
mean clustering method are widely used in segmenting 
white blood cells[10, 11]. The studies in [12, 13], the 

authors developed robust segmentation and measurement 
techniques of white cells in blood microscope images. 
They tried to identify ALL diseases. In the literature, 
there are a couple of studies on blood microscopic image 
segmentation and automated identification and 
classification of white blood cells utilizing different 
methods [14-16]. Automatic and semiautomatic white 
blood cell segmentation studies are given in [17, 18]. 

 
Subjects and Methods 
 
In our work, a new and completely automatic 
segmentation and classification process is developed. In 
this paper, the contribution of our work is the introduction 
of a new algorithm for image classification that is called 
the Speed-Up Robust Feature detector (SURF) for the 
classification problem of white blood cells. This 
algorithm is effective for scale invariant feature 
transform. Our approach does not need to extract nucleus 
and cytoplasm. We utilize image matching in this method. 
We make use of image matching as the classification 
purpose. We also use the original image after PCA 
application and training of neural networks. Hierarchical 
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clustering that is represented by a tree called dendrogram 
is used for classification validation the cells. In our case 
we don't need any expertise because of automatic 
thresholding during segmentation by Otsu's method 
 
Pre-Processing 
The overall process is given in Figure 1. It consists of 
some important stages. The target process is aimed to 
produce the following outputs: (1) the number of white 
blood cells within the image; (2) the sizes of individual 
white blood cells; (3) the percentage of malignant (grown) 
white blood cells called lymphoblasts; (4) the classes of 
the white blood cells; and (6) the diagnosis of Acute 
Lymphocytic Leukemia (ALL) disease giving positive or 
negative answer (this part is out of the scope of this 
study). The image processing method applied here has 
some drawbacks. One of them is to be able to extract 
completely occluded cells and the other is to distinguish  
 
 
cells which stick together. These cells are much greater 
than the others since the connected components labeled 
during the process may actually have two or more cells 
rather than one cell. In such a situation, the count number 
will be erroneous. However, since we check the ratios of 
both axes of the cells, we can easily realize that the cells 

that have ratios greater than 100% are partly occluded by 
the others or they are so close that they touch together. In 
that case, although the algorithm counts them as a single 
cell, we correct the count number by increasing the 
counter by one if the ratio is in between 100% and 200%. 
We increment the counter by two if the ratio is greater 
than 200%. Normally this is enough in most of the 
applications. No manual intervention was needed for the 
experiments carried out in the above applications. 
 
Classification 
The classification process gives an output in one of the 
following cell types: Basophil (B), Lymphocyte (L), 
Neutrophil (N), Monocyte (M), or Eosinophil (E). We use 
two different approaches for classification, namely, SURF 
description and artificial neural network structures in order 
to enforce the results obtained. Matching capability of the 
SURF description is used as classifier purpose. In this 
approach, the images of cells that are obtained after cell 
extraction by image processing module are matched against 
a known image. Neural network structures are classifiers 
based on training samples. Examples of painted original 
white blood cells are given in Fig.2. They are typical 
examples of white blood cells and put here for illustration 
purposes of the method. The segmented cells are also given 
in Fig.2. The inputs of the classifiers are the segmented cells. 

 

 
 

Figure 2. Painted original white blood cells and segmented cells for classification purpose.  
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Surf  
The first method used for the cell classification is 
Speeded-Up Robust Features (SURF) image matching 
scheme. The algorithm is first suggested by Bay et. al. 
[19] and it is based on the commonly known SIFT (Scale-
Invariant Feature Transform), first suggested by Lowe 
[20]. The algorithm is implemented in three stages: 
detection of feature points, description of feature points 
and matching of the points. The algorithm uses the 2D 
Haar wavelet responses and integral images in order to 
get the feature points. It uses an approximation to the 
determinant of Hessian blob detector, For features, it uses 
the sum of the Haar wavelet response around the point of 
interest. In order to apply SURF image matching scheme 
to cell classification, we first detected the SURF feature 
points of the original cell images (L (Lymphocyte), N  
 
 

(Neutrophil), E (Eosinophil), M (Monocyte), and B 
(Basophil)). Secondly, in order to obtain a test image set, 
we modified the original images as follows: rotated by 90 
degrees, rotated by 270 degrees, rotated 180 degrees and 
added Gaussian white noise having zero mean and 
variances of 0.01, rotated 330 degrees and added 
Gaussian white noise having zero mean and variances of 
0.025, and finally extended by 40% and shrunk by 55% 
(Fig.3). After obtaining the test images, we calculated the 
SURF feature points of the test images. The feature points 
of the original images and test images are compared and 
the matching points are calculated by the Nearest 
Neighborhood principle. Based on the number of 
matching points the cell classification is performed (i.e. 
the image belongs to the class in which the number of 
matching feature points is maximum). 

 
 

 
 

Figure  3. Test image set applied on the SURF algorithm. 
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Table 1.  The results of the SURF algorithms (Matching 

Performance). 

 
 

The results of the SURF classifications are given in the 
Table 1. In the table, the original cell images, the number 
of features of the images, the number of matching 
features, effectiveness as a percentage and an example of 
feature matching plot is given. The effectiveness is 
calculated as the ratio of the number of matches and the 
minimum of number of feature points of A and B 
columns. Here, the column A represents the number of 
feature points of the original images, the column B 
represents the number of feature points of segmented cells 
at the middle of the table (X1, X2, X3, X4,  X5 and X6 
where X represents L, N, E, M, or B). For example, the 
effectiveness of L and L1 is 33/38=89.19% and E and E2 
is 71/79=89.87%. The number of effectiveness varies 
from 52% to 96% depending on the images. Average 
effectiveness of the process is 77.20%. Among them, 16 
out of 30 are greater than 80%, and 12 out of 30 are 
between %60 and %80. This means that the effectiveness 
of the classification process by SURF can be considered 
as greater than 50%. 
 
PCA, Hierarchical clustering and Dendogram  
The BP1, BP2, LC1, LC2, NP1, NP2, MC1, MC2, EP1 
and EP2 are rotated by the steps of 30 degrees in a 
counterclockwise direction around their center points. 
Thus, the number of images for each cell type is 24. The 
Principal Components Analysis (PCA) is applied to all 
images (120 images, in total) for dimension reduction. 
After this analysis, the eigenvalues from largest to 
smallest in value are given in Fig.4.  
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Figure  4.  The eigenvalues from largest to smallest in 
value 
 

The percentage of the variance change is computed by 
using the following equation,  
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where  are the eigenvalues of the data set, m is the 
number of eigenvalues and h is the dimension number of 
new data set after dimension reduction ( ). The 
percentage of the variance change is given in Fig.5. 
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Figure 5.  The percentage of the variance change 
 
As seen from the figure, the percentage of the variance 
change is 95% for h=81. The process of clustering the 
white blood cells is performed for h=81. For only 
visualization, the new data set for h=3 is shown in Fig.6.  
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Figure 6.  The process of clustering the white blood cells 
is performed for h=81. For only visualization, the new 
data set for h=3 is shown here 
 
Hierarchical clustering is a method that combines data points 
into clusters, those clusters into larger clusters, and so forth, 
creating a hierarchy. A tree representing this hierarchy of 
clusters is known as a dendrogram. Individual data objects 
are the leaves of the tree, and the interior nodes are 
nonempty clusters [21]. The dendrogram obtained for white 
blood cells is shown in Fig.7. 

 

 
 

 
Figure 7.  The dendrogram obtained for white blood cells 
Firstly, city block distance is used to compute inter-
sample dissimilarities. Then, Ward's method is 
preferred to calculate the dissimilarity between the 
merged points and the other samples. As seen from the 
dendrogram, the branches are enumerated. In Table 2, 
the branches which include Basophils, Lymphocytes, 
Neutrophils, Monocytes and Eosinophils are given. A 
different image including a white blood cell can be 
classified by calculating its distance from the branches 
in this dendrogram. It belongs to the closest branch. 
Although the branch number 23 belongs to an upper 
branch of BP, any image resembling for example a cell 
of EP can fall close to the branch 23. That is, 
classification works well enough. 

 
Table 2.  The branches which include Basophils, 
Lymphocytes, Neutrophils, Monocytes and Eosinophils 

 
Cell Type Branches 

Basophils 1, 2, 3, 13, 14 

Lymphocytes 25 

Neutrophils 4, 5, 6, 7, 8, 9, 10, 11 

Monocytes 12, 15, 16, 17, 18, 19, 20, 21, 22 

Eosinophils 23, 24, 26, 27, 28, 29, 30 

 
 
Conclusion 
 
In this work, a new automatic system used to help the 
diagnosis of some important blood diseases is developed, 
tested and the results are presented. Two types of 
classifiers are tried in the system. The most important 
result is that the effectiveness of the classification process 
by SURF can be considered as greater than 50%. The 
SURF feature points of the original cell images are 
detected. The number of effectiveness varies from 52% to 
96% depending on the images.  
Average effectiveness of the process is 77.20.  
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The Principal Components Analysis (PCA) is applied to 
the images in the training and test sets. PCA is applied to 
all images (120 images, in total) for dimension reduction. 
We choose h = 81 since r(i) = 95% is firstly achieved by 
81nd eigenvector. Therefore, each image can be 
represented with 81 variables instead of 14400 (120x120). 
However, we can visualize the new data set derived by 
using h = 3. It is noted that the classification can be 
achieved clearly. In the dendrogram, the branches are 
enumerated. The branches which include Basophils, 
Lymphocytes, Neutrophils, Monocytes and Eosinophils 
are given. Classifications can be achieved by observing 
closest branch.  
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