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BULLYING IN THE WORKPLACE: STUDENTS’ 

PERSPECTIVES 

Sandra Bevill, Arkansas State University 

Karen R. McDaniel, Arkansas State University 

ABSTRACT 

Students at an AACSB-accredited School of Business were surveyed to determine their 

experiences with and views concerning workplace bullying. Almost 73% of the students agreed 

or strongly agreed that bullying is a problem in today’s workplace which corresponds with a 

2014 Survey by the Workplace Bullying Institute finding that 72% of the workers recognize the 

existence of workplace bullying. Of the student respondents who have held a job, 33% indicated 

that they have been bullied in the workplace. Namie (2015) found that approximately 27% of 

United States workers have suffered abusive conduct at work. 

Employees who are targets of workplace bullying suffer long-term negative effects from 

the bullying. These effects range from reduced productivity, depression, and anxiety to thoughts 

of and attempts to commit suicide; and targets are more likely to leave their jobs. Managers and 

business owners can help reduce the occurrence of workplace bullying among their employees. 

This paper will present the results of the survey, how they correspond to findings among 

those already in the workplace, and provide recommendations for preparing today’s and 

tomorrow’s leaders to recognize, report, and reduce workplace bullying. 

INTRODUCTION 

Workplace bullying is expensive for the organization. Research shows that about 37% of 

United States employees have experienced bullying (WBI, 2014). The costs associated with 

bullying for the company include having to replace employees who leave because of the 

bullying, lower productivity as the staff cope with bullying, and investigating reports of bullying 

(McLaughlin, 2014). In a review of Teresa Daniels’ 2009 Book, Stop Bullying at Work: 

Strategies and Tools for HR and Legal Professionals, Bonnie Osif (2010), quotes Daniels as 

writing: “Bullies poison their environment by creating low morale, fear, anger, and depression 

among the targets and their employers. Employers pay for this in lost efficiency, absenteeism, 

medical costs, high turnover, severance packages and lawsuits” (p. 8). The role of bullying as a 

precursor of the targets’ leaving the organization has been well documented in the research 

(Glambek, Matthiesen, Hetland, & Einarsen, 2014). 

The research clearly shows that bullying in the workplace is a serious problem and 

creates a toxic environment that is detrimental to the target, those witnessing the bullying, and 

the company. Proactive management and organizations that work to create a healthy work 

environment can help reduce the bullying and its associated costs to both the targets and the 

organizations (Sheehan & Griffiths, 2011). How aware of workplace bullying are today’s 

students who will be business managers and business owners? What do these students think 

about this issue? The purpose of this study is to assess students’ perceptions of the issue of 

workplace bullying including their awareness of and beliefs about this issue. The information 

gleaned from this research may benefit professors who choose to address the issue of workplace 
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bullying in their classes along with measures to help reduce the instance of bullying in the 

workplace.  

REVIEW OF THE LITERATURE 

 In 1992, Adams and Bray wrote about employer abuse and workplace trauma and warned 

that “bullying at work is claimed to be a more crippling and devastating problem for employees 

than all other work-related stress put together” (p. 18). Unfortunately, over 20 years later, 

workplace bullying remains a problem; in fact, the increased use of social media has created new 

methods for employees to be bullied (Hall & Lewis, 2014). The number of employees affected 

by bullying is high. According to research in 2014 by the Workplace Bullying Institute (WBI), 

37 million workers in the United States reported that they were subjected to conduct that was 

abusive; 65.6 million employees are affected by workplace bullying either directly or through 

witnessing it (Namie, 2015). 

 Workplace bullying has no one definition, but most definitions include repeated behavior 

which causes harm. Two of the best known names in this field are Gary Namie and Ruth Namie 

(Hall & Lewis, 2014). In fact, according to Gary Namie (2003), they actually introduced the term 

“workplace bullying” in 1998 to the popular press and defined workplace bullying as 

“interpersonal hostility that is deliberate, repeated and sufficiently severe as to harm the targeted 

person’s health or economic status; malicious, health endangering mistreatment of one 

employee…by one or more employees” (Namie, 2003, p. 1). Vega and Comer (2005) write that 

bullying is “the pattern of destructive and generally deliberate demeaning of co-workers or 

subordinates…” (p. (101). In addition to behaviors that are repeated, most authors include the 

word intentional or deliberate in their definitions. However, Carbo and Hughes (2010) write that 

targets should not have to prove intent from the bully because having to prove that the behaviors 

actually occurred is difficult enough, and proving intent is even more difficult if not impossible. 

Although the bullying may not include physical violence against the target, Rhodes and his co-

authors argue that all forms of bullying include violence and see bullying as a form of “violent 

disrespect for the other person…” (Rhodes, et al. 2010, p. 98). 

 The bully and the bully’s target may be male or female. In his national survey, Naime 

(WBI, 2014) found that in general, 69% of the bullies were men, and 60% of the targets were 

women; however, females are more often bullied by other females (68%) than by males (57%). 

The bully may be a co-worker or the boss although the majority of bullies are bosses (Dade & 

Schuering, 2014; WBI, 2014). 

Bullying for both men and women can have devastating effects including chronic stress, 

anxiety, poor physical and mental health, and a litany of other effects (Vega & Comer, 2005). 

Appelbaum, Semerjian, & Mohan (2012) write about the dire consequences for the organization 

and targets since bullies “can significantly impact daily task-abilities of employees and shatter 

employee motivation, task learning, and team interdependence” (p. 206). Sheehan and Griffiths 

(2011) write that when considering the cost of bullying to the organizations and targets, the 

impact on society should not be underestimated. 

 Workplace bullying is not illegal in the United States unless the target is a member of a 

protected class; however, other countries have made bullying illegal (Vega & Comer, 2005). 

Since 2003, twenty-five states and United States Territories have proposed legislation that would 

help fight workplace bullying; however, not one of these bills affecting private employers has 

passed into law (Dade & Schuering, 2014). Thus, workplace bullying continues to affect over 65 

million workers in just the United States (Namie, 2015). 
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METHODOLOGY/DEMOGRAPHICS 

A convenience sample of 319 students at an AACSB-accredited College of Business 

were surveyed over five semesters to determine their awareness of and experience with 

workplace bullying. The students were also asked their beliefs about workplace bullying with the 

understanding that beliefs are not necessarily the catalyst for action. The survey was anonymous, 

voluntary and given online. Of the 319 students surveyed, 168 of the students were female, 150 

were male, and one chose not to answer. Most of the students (249) were between the ages of 18-

24, with 50 students 25-35, 14 students 35-45, 4 students 45-55, and 2 students were 55 and over. 

Of the students who responded to the question asking them identify which country they were 

from, 258 were from the United States, and 27 of the students from China. The remaining 

students were from Vietnam, 4 students, Japan, India, and Mexico, 3 students each, South Africa, 

Saudi Arabia, and Turkey, 2 students each, and Belgium, Brazil, Germany, Jordan, Nigeria, and 

Tanzania had 1 student each. 

RESULTS 

As a primary purpose of the research was to determine students’ perceptions of the issue 

of workplace bullying, the students were asked the extent to which they agreed with the 

statement that bullying is a problem in today’s workplace. No distinction was made with this 

question to determine whether the student had ever experienced bullying either directly (as a 

target) or indirectly (as an observer) or had ever held a job; this question was simply an attempt 

to determine how the students currently viewed this topic. As one student wrote in the comment 

section, “I have not faced bullying myself, nor have I witnessed it, but I feel that it could be there 

given a different work environment.” As shown in Figure 1, almost 73% (72.9) agree or strongly 

agree that bullying is a problem in today’s workplace. Interestingly, this number is similar to the 

results found in the 2014 Survey by the Workplace Bullying Institute’s Workplace Bullying 

Survey. The WBI survey found that 72% of the workers surveyed were “aware” that workplace 

bullying exists (Namie, 2015). One student skipped this question.  

 
Figure 1 

TO WHAT EXTENT TO DO YOU AGREE WITH THIS STATEMENT: BULLYING IS A 

PROBLEM IN TODAY'S WORKPLACE 

Answer Options Response Percent Response Count 

Strongly agree 22.3% 71 

Agree 50.6% 161 

Undecided 16.4% 52 

Disagree 10.4% 33 

Strongly disagree 0.3% 1 

answered question 318 

skipped question 1 

 

In Figure 2, the responses are given to the question “Have you ever been bullied in the 

workplace?” The number of students responding was 318; however, 40 of those students had not 

held jobs. Of the 278 students who have held jobs, 33% (92) indicated that they have been 

bullied in the workplace. Students were able to check more than one if they had been bullied by 

both a manager or supervisor and another employee; thus there were 242 responses which may 
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have resulted in the higher percentage of students reporting being bullied than a national survey 

which found that approximately 27% of United States workers have suffered abusive conduct at 

work (Namie, 2015). 

 
Figure 2 

HAVE YOU EVER BEEN BULLIED IN THE WORKPLACE? YOU MAY CHECK MORE THAN ONE 

IF APPLICABLE 

Answer Options Response Percent Response Count 

I have not held a job yet 12.6% 40 

Yes, by another employee(s) 18.6% 59 

Yes, by a supervisor/manager 17.9% 57 

No, I have not been bullied in the workplace 59.1% 188 

answered question 318 

skipped question 1 

 

 The students were also asked to describe the bullying behavior they had received if they 

had ever been bullied. Their responses are in Figure 2.1. The types of behavior the students 

reported ranged from relatively minor teasing described by one student as being “bullied in a 

playful manner” to more serious types of behavior including threats and physical conduct. The 

bullying behaviors described by the students is consistent with the types of bullying behaviors 

shown in the research. Daniel (2009) gives examples of bullying behaviors that include 

emotional outbursts and inconsistent and unfair treatment toward employees. LaVan and Martin 

(2008) write that bullying can be many different types of behaviors that are called many different 

things and that “bullying shows many similarities with sexual harassment in workplaces, even if 

the sexual element is missing” (p. 149). 

Workplace bullying is usually not reported for a number of reasons including fear of 

retaliation. Figure 3 presents the responses to the question “If you were bullied in the workplace, 

did you report it?” Of the students responding to this question, 79% responded no, they did not 

report it. Workplace bullying tends to be underreported, according to LaVan & Martin (2008), 

who write about the ethical issues involved with encouraging reporting such as potential 

retaliation by the bully and the tendency to blame the victim. One way to encourage victims to 

report workplace bullying would be to implement a clear, easy-to-follow reporting process 

(Zigelstein, 2013). 
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Figure 3 

IF YOU WERE BULLIED IN THE WORKPLACE, DID YOU REPORT IT? 

Answer Options Response Percent Response Count 

Yes, but it did not stop. 12.5% 31 

Yes, and it stopped 8.5% 21 

No, I did not report it. 79.0% 196 

answered question 248 

skipped question 71 

 

Figure 3.1 shows the reasons the students gave for not reporting being bullied. Their 

reasons appear to be consistent with reasons given in the research. McLaughlin (2014) writes 

that over 50 percent of those bullied do not report it, and over three-fourths of those bullied leave 

the place where they are bullied and start over someplace else, as several of the respondents 

indicated they did, with one student writing, “It was just easier to leave.” Another student wrote, 

“I was afraid it would affect my job security,” and often this is exactly what happens. A 2012 

Figure 2.1 

BULLYING BEHAVIORS EXPERIENCED BY THE STUDENT RESPONDENTS 

1 Even though I was doing what my boss told me to do, an older co-worker would isolate me in the storage 

room and yell at me for not doing my job correctly. 

2 My supervisor and her supervisor….would tell us we were lazy, stupid, etc. We were threatened with 

being fired, demoted, and legal issues. It was like domestic violence. I was the only person who was not 

put on medical health leave by a doctor.  

3 Withholding information from me; making plans with my supervisors without my knowledge (with 

regards to my projects), ignoring my requests for assistance, but bragging about how much they helped 

me. 

4 I was bullied in a playful manner by my co-workers because I was the youngest like it was hazing. 

5 The department manager would write me up for minute things she would otherwise overlook on older co-

workers. 

6 My manager sent me unprofessional text messages; calling me a liar because I had a death in the family. 

7 My co-worker made up rumors about me to make me look bad. 

8 My immediate supervisor would belittle, threaten, harass me 

9 I was required to do menial, often pointless tasks that no one else was required to do….I assume because 

I was the newest hire. It was akin to hazing. 

10 The store manager would make demeaning, condescending statements to me; it was not constructive 

criticism. When she was challenged, the harassment worsened.  

11 I was made fun of in public by my manager. I was called out in front of my co-workers. I was yelled at 

and threatened in front of other managers. I was made fun of because of my looks and my weight. 

12 I worked in a medical practice with a physician from another country who made rude comments about my 

weight and would act like he was choking me—actually physically putting his hands on me! 

13 A co-worker I used to work with would always call me fat and say I ate too much. 

 

14 Belittling. Immediate supervisor threatening/harassing co-workers 

15 I was treated differently from the other employees. I wasn’t allowed to do the things they did. The person 

doing the bullying was my supervisor. 

17 My manager would use derogatory names such as stupid, fat, lazy 

18 My manager bullied me and ended up getting fired for it. 

19 Sexual harassment and name calling 

20 Mocking and other forms of psychological bullying  

21 They laughed and made fun of my language. 
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study by the Workplace Bullying Institute found that 77.7% of those bullied were no longer at 

the job where they were bullied which, put another way, found that once a worker was targeted 

for bullying, there was almost a 78% chance of that person leaving his/her job (WBI, 2012). 

Several of the students’ reasons include the fear of retaliation and shame which LaVan & Martin 

(2008) and Osif (2010) mentioned in their articles. One student wrote, “I think I was just scared. 

I’m not a confrontational person and was scared she would come up to me about reporting it, and 

that would make it worse.” McLaughlin (2014) calls workplace bullying a silent epidemic and 

suggests that Human Resource Managers can help with this problem by first developing fair 

policies for reporting complaints and then ensuring prompt follow up. One of the students did not 

report the bullying because “I didn’t really understand how wrong it was at the time.” Gillen, 

Sinclair, Kemohan, Begley, and Luyben (2012) suggest that not having a clear definition of 

bullying may be one of the reasons bullying is not reported. 

  

 

Figure 3.l 

REASONS STUDENTS GAVE FOR NOT REPORTING BULLYING 

1 I didn’t really understand how wrong it was at the time. 

2 The bully was very close with my supervisor. I didn’t feel discussing an issue with her best friend. 

3 I felt that nothing would be accomplished, and she would still have her job at the end of it all. 

4 Because I am afraid of causing trouble. 

5 In both instances, the bully was either the owner or the CEO of the company, so there was no one to report 

it to. 

6 It makes me feel weak and like I need help. Authorities don’t do much about it at all which means it 

makes no difference. 

7 Reporting it would only affect my job in a negative way, and the bullying would continue. 

8 I knew nothing would be done anyway. 

9 I felt it would make things worse. People would treat me as a tattle tale or too sensitive. 

10 You don’t want people to find out you told on them. 

11 I believe reporting the bullying would have made the situation worse. 

12 I think I was just scared; I’m not a confrontational person and was scared she would come to me about 

reporting it and that would make it worse. She did end up getting fired for bullying other co-workers. 

13 I’m afraid it will affect my job security. 

14 I wasn’t sure who to report it to. 

15 I just quit my job instead of reporting it. 

16 It didn’t bother me too much 

17 I didn’t think anyone would listen to me. 

18 It was easier to just leave. 

19 I tried several times speaking with two different managers and was basically told I was overreacting.  

20 I resolved it myself with confrontation and confidence. 

21 If I reported it, there wouldn’t be any change. 

22 I eventually stopped trying to report it because I was getting nowhere with it. 

23 I chose not to because it was done in a playful manner. 

24 Because the bully was the business owner so no one could stop him. 

25 I don’t want to be embarrassed. 

26 I chose to leave the problem and not associate with that person anymore  
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The students were asked if they thought bullying has a long-term effect on the person 

bullied. Figure 4 shows that slightly over 74% (74.1%) of those who responded (317) answered 

yes. Only 7.3% answered no, and 18.6% were not sure. The students’ responses may have been 

based on information they learned from class lectures, articles, television programs, or news 

sources; their responses may also have been based on their own experiences with bullying or 

from empathic thinking. The students surveyed were College of Business students hoping to 

become business owners or managers, and their beliefs that bullying has a long-term effect on 

the targets may signal that tomorrow’s organizational leaders are more cognizant of the issue of 

bullying and its effects because research shows that workplace bullying does indeed have a long-

term effect on the person being bullied as well as management of the organization. Carbo & 

Hughes (2010) wrote that those bullied in the workplace “suffer devastating effects both 

personally and professionally” (p. 387). 

The bullied person’s productivity levels as well as development as an employee also 

suffer (Hall & Lewis, 2014). Bosses sometimes bully their employees with the intention of 

getting the employees to work harder when actually, the bullying has the opposite effect 

(Meinert, 2014). Glambeck, Matthiesen, Hetland, and Einarsen (2014) found that the long-term 

effects of bullying included job insecurity and intention to leave one’s job. In addition to job 

insecurity, bullying can affect the employee’s health with symptoms including anxiety, 

melancholy, depression, Post-Traumatic Stress Disorder (PTSD) and even, in some cases, 

suicidal thoughts and attempts (Carbo & Hughes, 2010). 

 

Figure 4 

DO YOU THINK BULLYING HAS A LONG-TERM EFFECT ON THE PERSON BULLIED? 

Answer Options Response Percent Response Count 

Yes 74.1% 235 

No 7.3% 23 

Not sure 18.6% 59 

answered question 317 

skipped question 2 

LIMITATIONS AND SUGGESTIONS FOR FUTURE RESEARCH 

 The students surveyed were from one AACSB-accredited College of Business and were 

primarily white students between the ages of 18-24. Because of this, broad generalizability is not 

supported. However, most of the responses in our survey were consistent with the research. For 

example, 74.1% of our respondents believed work-place bullying has a long-term effect on those 

bullied, and the research certainly supports that bullying can have long-term health problems 

(Meinert, 2014, Persson, 2009, Coyne et al., 2000, Namie, 1999). Another limitation was that 

some of the questions asked for students’ beliefs about the issue of workplace bullying and did 

not ask the respondents to identify their reasons behind their beliefs. Because most of the student 

respondents were so young, their lack of work experience limits their opportunities to encounter 

workplace bullying. When asking the students if they believed bullying has a long-term effect on 

the targets, no effort was made to define long-term or to determine why the students had this 

belief or on what basis they came to have this belief. 
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 Future research that includes a more diverse sample, including ethnicity, age, and 

experience may help the results be more generalizable. Workplace bullying via social media, 

cyberbullying, and cyber abuse will likely increase as employees, organizations, and society 

increase their use of these interactive and often anonymous platforms. Borstroff, Graham, and 

Market (2007) wrote that “E-Harassment is evolving into one of the most prevalent types of 

harassment in the workplace” (p. 44). Future research on all types of cyberbullying would be 

helpful in being proactive to recognize and reduce all forms of workplace bullying.  

IMPLICATIONS FOR MANAGEMENT 

According to Kahn and Kahn (2012), the best way to reduce workplace bullying is by 

educating the workers. Business students should have an awareness of the issue of workplace 

bullying. An awareness of the problem, an understanding of the behaviors that may constitute 

workplace bullying, and the effect bullying has on the target and the organization should help 

business students be better prepared to create the type of workplace environment that will enable 

employees to be productive employees who are treated with dignity by other employees. The 

following are some specific recommendations for business owners and managers to reduce or 

prevent workplace bullying and for professors who wish to discuss this issue with their students. 

 

1. Managers should take the target’s allegation seriously.  
 

If a victim reports bullying, managers should properly and thoroughly investigate the 

issue. Cooper-Thomas, Gardner, O’Driscoll, Catley, Bentley, and Trenberth (2013) looked at 

direct and buffering effects of three contextual factors, constructive leadership, perceived 

organizational support, and anti-bullying actions. They found all to have direct negative 

relationships with bullying. Perceived organizational support also buffered the relationship 

between bullying and performance. 

 

2. Bullying policies should be in the employee handbook.  

 

Managers should have clear guidelines, definitions, and consequences of workplace 

bullying. Cooper-Thomas, et al. (2013) found effective organizational anti-bullying actions 

moderated the relationship of bullying with wellbeing and organizational commitment. This 

study provides empirical evidence to support the importance of managers investing in bullying 

policies. Mikkelsen, Hogh, and Berg (2011) write that many managers in their study reported not 

being informed about conflicts, and employees (and managers) were sometimes doubtful that 

bullying actually took place. Thus, increasing general knowledge and awareness of bullying is 

important in the prevention of these behaviors. Porath and Pearson (2013) suggest penalizing bad 

behavior. Instead of just transferring the bully to another department, managers should terminate 

the bully. They found a manager of one company stated his department had been burned so many 

times by bullies, that he no longer considered internal candidates for managerial positions. 

Namie (2007) stated “if bullies are publically stopped, the employer sends a message of zero 

tolerance for bullying” (p.46). 
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3. Managers need to differentiate between bullying and conflict. 
 

Namie (2007) suggests differentiating between bullying from conflict between two 

people with equal power. Furthermore, it is suggested targets are nice people and tend to be 

nonconfrontational to the point of not being able to defend themselves. 

 

4. Managers must understand there are newer bullying tactics rising in the workplace 

today.  

 

Cyberbullying, such as email, social media, and text messaging, are becoming real 

concerns among workers (Washington, 2015; Hall, 2012;). Mangers need to address what is 

acceptable and unacceptable behavior regarding cyberbullying (Washington, 2015). According 

to Hall and Lewis (2014), managers should clearly communicate policies and regulations along 

with ethical guidelines on the usage of social media, email communication, text messaging, and 

other forms of electronic communication. “It should be made clear to employees through policies 

and other training that abusive comments made online, be they directed at fellow employees, 

customers, or even the company itself, will not be tolerated and will be treated as though they 

were made in the workplace” (Hall, 2012, p. 42). 

CONCLUSIONS 

 Almost 73% of the students in this survey agree or strongly agree that bullying is a 

problem in today’s workplace, and indeed it is a problem that affects over 65 million Americans 

directly or indirectly (Namie, 2015). Bullying in the workplace is associated with high monetary 

costs for organizations which include employee turnover, lower productivity, and higher 

absenteeism. The personal costs to employees affected by bullying include mental and physical 

problems such as anxiety, stress, and depression. There are no laws against bullying in the 

United States although legislation has been proposed. However, research has found that 

managers can make a difference to reduce bulling through constructive leadership, perceived 

organizational support and anti-bullying actions (Cooper-Thomas, et al, 2013). The business 

students surveyed for this article indicated their awareness that bullying exists and has long-term 

effects on the targets. Perhaps as these students continue their business studies, graduate, and 

become managers and business owners, they will implement the types of policies and create the 

safe workplace environments that will eliminate or reduce workplace bullying. 
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LOWERING AND RAISING TAX WITHHOLDING: DO 

WORKERS NOTICE? 

Valrie Chambers, Stetson University 

ABSTRACT 

Labor theory indicates that modifying marginal tax rates affects labor supply. But do 

employees notice when their paychecks rise due to temporary, lower Social Security withholding 

or fall when that rate expires? Overall, 38.7 percent of the respondents were unaware of the rate 

expiration, versus 46.7 percent who were unaware of receiving the earlier rebate, indicating 

employees had imprecise knowledge of their paychecks. For politicians seeking credit for small 

tax rebates, tampering with employee withholding tables is inefficient for building political 

capital. Those who noticed the decrease in take-home pay reacted by trimming short-term 

savings, monthly expenses and durable goods budgets, slowing economic recovery.   

 

Key Words: Economic Stimulus, Tax Rebate, Mental Accounting, Social Security, FICA 

JEL Classification Codes:  

H24 Personal Income and Other Nonbusiness Taxes and Subsidies 

H21 Efficiency • Optimal Taxation 

ACKNOWLEDGEMENTS 

The authors wish to acknowledge the support and advice they have received from 

colleagues and the reviewers. In particular, Marilyn Spencer was helpful in securing some of the 

data used in this analysis. 

INTRODUCTION 

Justifying the Reagan marginal tax rate cuts, many have argued that lower marginal tax 

rates stimulate economic activity. Taking this further, since 2001 the U.S. federal government 

has used a variety of temporary tax rebate schemes to provide short-term stimulus for a 

lackluster economy. Such tax rebates do stimulate spending. One-time, lump sum checks are 

more efficient for stimulating savings, while spreading the same total amount for a taxpayer over 

smaller, more frequent pay periods (e.g. through adjusting withholding tables for a year) results 

in a more efficient spending stimulus, because a greater percent of the smaller, more frequent 

rebate amounts is spent than if distributed in one lump sum (Chambers and Spencer, 2008). 

Similarly, Akerlof and Shiller (2009) noted that human psychology affects global capitalism. 

Grunwald (2012) described the 2009 U.S. Treasury Secretary, Larry Summers, and his economic 

team as advocating “for leaking out the tax cuts without fanfare.” Obama responded by 

supporting two additional tax cuts, first in 2009, and then replaced by another tax cut in 2011; 

these were designed “not to be noticed,” in a very deliberate intervention to nudge spending 

rather than saving. By manipulating the timing and stealth of the delivery of the funds, the 

government expected to enhance the impact on the economy. The 2011 tax cut expired January 



Business Studies Journal                                                                                                                               Volume 8, Number 1, 2016 

 

13 

 

31, 2013. For decades, not only labor theory but also numerous econometric studies on labor 

supply indicate a positive elasticity of labor supply from take-home wages. But what if workers 

are not familiar enough with the amount in their paystubs to notice?  

Tversky and Kahneman (1986) were path breakers in arguing that losses loom larger than 

gains. While the two gradual tax cuts of 2009 and 2011 may have been only marginally noticed, 

would the expiration of those tax cuts, which reduces an employee’s take-home pay, gain more 

taxpayer attention? And, how would this reduction in take-home pay affect spending? The 

answers are important in determining whether and how the stated government’s agenda and its 

rebate distribution choice will likely affect spending versus saving.  

This paper examines the 2009, 2011 and 2013 tax rebate changes to answer the following 

research questions: (1) Comparatively, how many U.S. taxpayers knew whether or not they 

received the 2009 and 2011 rebates, (2) whether they noticed the 2013 rebate reversal, and (3) 

comparatively, what types of investment/saving and spending that result from rebates and the 

rebate reversal.  

 Because the 2009 and 2011 tax rebates were delivered in small amounts through 

decreased periodic payroll withholding, no action was required on the taxpayer’s part to receive 

either refund. The taxpayer would be less likely to notice this type of rebate than a tax rebate 

where a check came in the mail, as in 2008. Similarly, the 2013 rebate expiration that resulted in 

less take home pay may have gone unnoticed, because the taxpayer did not have to write a 

separate check for the increased tax liability. Given Tversky and Kahneman’s (1986) finding that 

losses loom larger than gains, it seems possible that taxpayers would have noticed the 2013 

expiration of the 2011 tax rebate even if they did not generally notice the 2009 or 2011 tax 

rebates. 

The remainder of this paper is organized as follows: previous literature is reviewed; the 

research questions are stated, followed by the methodology for gathering and analyzing data 

pertinent to the research questions; results are presented, followed by a discussion of those 

results and conclusion; and, lastly, limitations and future directions for research are presented.  

LITERATURE REVIEW 

For decades, not only labor theory but also numerous econometric studies on labor supply 

indicate a positive elasticity of labor supply from take-home wages (Ashenfelter and Heckman, 

1976; MacRae and Yezer, 1976; Dunn and Cordes, 1994; Blundell, et al, 1998). Economists 

disagree on how taxpayers handle income from different sources and, in particular, tax rebates. 

Several researchers have studied how taxpayers spend rebates or cope with higher taxes (Shapiro 

and Slemrod 2003a, 2003b; Slemrod and Bakija, 2004; Chambers & Spencer, 2008), however 

these studies assume that taxpayers are aware of how their paychecks are affected by the tax 

change. Mental accounting theory asserts that individuals informally segregate and label funds, 

often depending on the regularity of the income flow (O’Curry, 1997; Thaler, 1999). These 

accounts are periodically reconciled and evaluated (Read, et al., 1998). For poorer households, 

reconciliation periods are shorter than for wealthier households. New York taxi cab drivers 

reconcile their earnings daily (Camerer, et al., 1997); MBA students reconcile their meals and 

entertainment budgets weekly and their clothing budgets monthly (Heath and Soll, 1996); and 

physicians reconcile their budgets yearly (Rizzo and Zeckhauser, 1998). Shefrin and Thaler 

(1988) theorized that a “lump sum bonus” is treated differently from “regular income,” even 

when the bonus is fully anticipated; a lump-sum bonus increases savings more than regular 

income because it: (1) lowers what would have otherwise been distributed as regular monthly 
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income, so workers lower regular spending; and (2) allows for “a considerable binge” and/or an 

increase in savings when the bonus is received. Framing of income also matters. Epley, et al. 

(2006) also found that people spent more of an income increase when they perceived that income 

to be a “bonus” rather than a “rebate.” Baker, et al. (2007) found that individuals spent more 

money from a likely recurring income source, specifically dividends, than from capital gain 

income from the sale of equities. 

Friedman (1957) theorized that individuals will spend income from permanent sources, 

but not from temporary sources. Blinder (1981) asserted that a permanent tax decrease results in 

more prompt spending response than a temporary tax decrease, which he surmised would be 

treated as half normal income tax change and half pure windfall. The regularity of tax cuts may 

affect how individuals use the funds (Souleles, 2002) and Johnson, et al. (2005). Shapiro and 

Slemrod (1995) had previously found that almost half of the taxpayers who received the 1992 

reduction in tax withholding from paychecks expected to spend most of the money, even though 

that meant reducing their year-end refund or increasing the amount of tax due on with the filing 

of that year’s tax return. Parker (1999) found that temporary social security tax reductions for 

high-income wage earners were not used evenly over the upcoming fiscal year; they were 

generally spent in the period the tax cut was received. In contrast, only about a quarter of the 

taxpayers expected to spend their lump-sum 2001 tax rebate (Shapiro and Slemrod 2003a, 

2003b). Slemrod and Bakija (2004) tentatively attributed the difference in savings percentages of 

1992 and 2001 to changing economic conditions. However, Chambers and Spencer (2008) 

showed that changing the distribution of hypothetical tax rebates from a one-time lump sum 

amount to smaller, monthly rebate amounts totaling the same as the lump sum would in itself 

increase the percent of the refund spent instead of saved.  

In any market, each transaction involves a “transaction cost” in terms of time, effort, 

safeguard or self-control bias, and the cost of a single, lump-sum deposit may be less than the 

cost of a series of 12 periodic deposits. Ironically, behavioral economics assumes that an 

individual will forego such a cost/benefit analysis in the decision-making process if small 

monetary amounts are involved, because such weighing is in itself somewhat costly. Instead, 

behavioral economics considers individuals to be “cognitive misers,” employing heuristics where 

the type of decision is fairly routine (Fiske and Taylor, 1984; Orbell and Dawes, 1991; and 

Prelec and Loewenstein, 1991). Heath and Soll (1996) outlined two steps individuals use to track 

differences in expense spending: (1) expenses are noticed; and then (2) expenses are assigned to 

their proper accounts. The implication is that some expenses may be unnoticed altogether. 

Arguably, taxpayer awareness of tax rebates received and reversed may go unnoticed, similar to 

other expenses.  Chambers et al. (2009) found that tax rebates of less than about $500 are 

immaterial to most of those taxpayers.  

2009 and 2011 Federal Tax Rebates and the 2013 Federal Tax Rebate Expiration 

In 2009, a tax rebate was distributed in the form of lower taxpayer withholding from 

individual paychecks, in amounts much lower than the $500 materiality threshold. Similarly, a 

lowering of the FICA tax by 2 percent of taxable income was initiated in 2011, replacing the 

2009 rebate and lasting through 2012. Both of these lowered taxes were intended to stimulate the 

economy through additional consumer spending. This 2011 rebate expired in 2013, restoring the 

higher FICA withholding from individual paychecks, resulting in lower take home pay.  

The American Recovery and Reinvestment Act of 2009 (Public Law 111-5) authorized a 

new Making Work Pay tax credit of 6.2 percent of earned income, which was paid through 
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reduced withholding, resulting in larger take home pay, generally over several pay periods, up to 

a total of $400 for single taxpayers and up to $800 for married couples filing joint returns. 

Individuals whose paychecks were small and/or uneven might have received additional take 

home pay, but because the amount was small, they may not have attributed the increase to a tax 

rebate. The credit was phased out for single taxpayers with modified AGI between $75,000 and 

$95,000, and for married couples filing jointly with modified adjusted gross income between 

$150,000 and $190,000. Sahm, et al. (2010) found that 60 percent of taxpayers likely receiving a 

2009 rebate did not know whether they received a rebate at all. 

The 2011 tax rebate was distributed by reducing the employee’s portion of the social 

security tax from 6.2 percent to 4.2 percent of the first $106,800 of earnings. This was a savings 

of approximately $1,000/year ($83/month) for the average family, but upper income families 

could see as much as $2,136, based on two earners who reach maximum social security earnings, 

and other families, e.g. the unemployed or retired, received nothing. In 2013, the 2011 tax rebate 

expired, restoring the social security tax back to 6.2%, levied on the first $113,700 of earnings.  

RESEARCH QUESTIONS 

 Heath and Soll (1996) recognized that awareness of expenses explicitly precedes their 

assignment to a mental account. Generally, individuals notice extra money received, but in the 

filing season for tax year 2009, so many taxpayers could not recall whether or not they received a 

tax rebate that the Internal Revenue Service implemented a hotline so that taxpayers could call to 

verify whether they received a rebate. If losses loom larger than gains, then perhaps taxpayers 

would have noticed the loss in take home pay when the 2011 tax rebate expired in 2013, even if 

they had not noticed the gain in take home pay in 2009 and in 2011.  

 
RQ 1  Descriptively, what percent of working individuals noticed the change in tax withholding in 2009 

and 2013? 

 

 Shapiro and Slemrod (1995) measured the use of the 1992 rebates as either: “(A) spend, 

(B) save, (or) (C) repay debt,” where debt repayment was considered a form of saving by 

Shapiro and Slemrod (1995) because it increases net worth. However, these choices do not 

distinguish between short-term savings, which do stimulate the economy (though not 

immediately) and long-term savings. This study uses the six categories developed by Chambers 

and Spencer (2008) that allow for more precise answers while still keeping a manageable number 

of options: (1) investing in long-term savings vehicles like certificates of deposit and debt/equity 

securities; (2) paying down credit card debt; (3) paying down long-term notes payable; (4) 

spending for monthly bills; (5) spending on durable goods; and (6) saving for short-term goals 

like a vacation. 

Throughout this study, saving (overall) is defined consistent with Shapiro and Slemrod 

(1995) as either increasing assets and/or decreasing liabilities, that is, an increase net worth. 

Short-term saving is initially included as part of savings, delaying the stimulation of the 

economy. In a second analysis, short-term saving is included as part of spending because it is 

expected to be spent before a 12-month period has elapsed, stimulating the economy at the 

expense of net worth. For the 2009 and 2011 rebates and the 2013 rebate expiration, this study 

examines how individuals respond: 
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RQ2  Compared to the use of the 2009 and 2011 tax rebates, how was the 2013 cancellation of the 2011 

rebate financially recovered among (1) investing in long-term savings vehicles like certificates of 

deposit and debt/equity securities; (2) paying down credit card debt; (3) paying down long-term 

notes payable; (4) spending for monthly bills; (5) spending on durable goods; and (6) saving for 

short-term goals like a vacation. 

METHODOLOGY 

2009 Payroll Tax Reduction  

From April through August 2009, 218 survey questionnaires were distributed to members 

of the Corpus Christi, Texas community. The survey was conducted in a way to ensure the 

anonymity of respondents. Respondents included 130 university students, some of whom 

received extra credit equal to about one percent of points accumulated toward their final grade 

for their response. Students have been found to be good substitutes for the public at large 

(Walters-York & Curatola, 1998), so the results in this paper have been aggregated across groups 

as presented here. However, the student and non-student groups were segregated for additional 

analysis, and consistent with Walters-York & Curatola (1998), no significant behavioral 

differences were found. 

 The instrument asked whether respondents received a 2009 tax rebate through reduced 

withholding, allowing for three responses: “Yes,” “No” and “I don’t know.” Those who 

responded affirmatively were then asked the amount of the rebate and how much of the rebate 

they spent on each of the six categories. They were also asked to respond to questions on 

demographics and financial status. The dollar amount that an individual allocated to each of the 

six categories was converted to a percent of the total rebate then sorted into saving and spending 

categories. Investing and paying off credit card debt and/or notes are classified as (long-term) 

savings (items 1 through 3); monthly spending and purchasing durable assets are classified as 

spending (items 4 and 5). Saving for an infrequent expense (short-term savings, item 6) was 

added to total savings in one analysis and the total spending category for that analysis is named 

“Immediate Spending.” In the second analysis, it is included it as spending instead of saving 

because it will stimulate the economy before the end of the year, and the amount saved is labeled 

“short-term saving.” Research Question 1 was also analyzed using t-statistics to ascertain 

whether the number of respondents choosing “I don’t know” was significantly different from 

zero, and whether it changed from 2009 to 2013. Because the number of respondents who were 

expected to know they had received a rebate was small, the second research question was 

analyzed using descriptive statistics. 

2011 Payroll Tax Reduction 

In February and March, 2011, another survey questionnaire was distributed to university 

students, some of whom received extra credit equal to about one percent of points accumulated 

toward their final grade. The survey was conducted so as to ensure anonymity. Respondents were 

asked to calculate their rebate. The advantage to this approach is that it controls for the 

awareness that they were at least eligible to receive it; however, that awareness impairs the 

comparability of the 2011 results to the 2009 results. Students were then asked how much of the 

rebate they would spend on each of the same six categories used above used for 2009. The 

amount for each of the categories was converted to a percentage of the total rebate then sorted 

into saving and spending categories in the same manner as for the 2009 rebate. The two research 
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questions were analyzed with descriptive statistics. Of the 2009 respondents who perceived that 

they had received a rebate, the percentages of the amounts spent and saved were regressed to 

control for adjusted gross income, gender, size of the yearly rebate and perceived business 

experience. 

2013 Payroll Tax Reduction Reversal 

In March through September of 2013, another survey questionnaire was distributed to 

university students; 171 questionnaires were completed and returned. As before, (1) some of 

whom received extra credit equal to about one percent of points toward their final grade, and (2) 

the survey was conducted so as to ensure the anonymity. A copy of this survey is attached in the 

Appendix. Students were first asked whether they were employed. The 29 unemployed 

respondents were eliminated from further analysis. Of the remaining 142 responses, twelve failed 

validity checks embedded in the instrument (eight of these failures were from students). 

The survey asks students whether more money was being taken out of their 2013 

paychecks than their 2012 paychecks, to control for those who did not have paychecks in 2012. 

Students were then asked how much of the difference they would have otherwise spent on each 

of the same six categories used above for 2009. The amount for each of the categories was 

converted to a percentage of the total difference in take home pay then sorted into saving and 

spending categories in the same manner as for the 2009 rebate. The two research questions were 

analyzed with descriptive statistics. A t-test was run to see if the number of those who did not 

know whether more was being taken out of their paychecks was significantly greater than zero, 

and a second t-test was run to see if the number of students who did not know whether their 

rebate was reversed in 2013 was significantly greater than the number of respondents who did 

not know whether they received a rebate in 2009.  

RESULTS 

Average income for the 218 respondents in the 2009 survey was approximately $66,693 

for those who responded that they had received a rebate and $57, 082 for those who did not 

know whether they had received a rebate. Median income of the entire group was $43,000. By 

comparison, in 2008, the average for U.S. households was $71,498 with a median income was 

$52,029 (U.S. Census Bureau, 2009). While the sample household means and medians were 

below the national numbers, a sample with these lower amounts are more like potential stimulus 

recipients, because high earners did not receive stimulus payments. Non-family households 

account for approximately one-third of all U.S. households and roughly half of this sample. The 

2008 average income for all U.S. non-family households was a much lower, at $45,375, with a 

median of $31,649 (U.S. Census Bureau, 2009). Overall, respondent income in this sample 

appears comparable to the national numbers, even when students are included in the sample. This 

may be because the students sampled attend a university with a largely non-traditional student 

population, where it is common for students to work at least part time. Demographically, 

respondents averaged 28 years of age, had some college, averaged eight years of business 

experience, and had perceived business experience averaging 2.9 on a 5-point Likert scale. 

Roughly 55 percent of the respondents were female. None of the control variables were 

significant.  
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 For the 2011 lowered FICA tax, 124 analyzable responses were received, of which 17 

respondents, 13.7 percent, had no income and no rebate. The remaining 107 were analyzed 

further with descriptive statistics. Respondents of the 2011 survey earned an average income of 

approximately $41,553; all other demographic results were similar to those of 2009. For the 2013 

FICA tax reversal, 171 responses were received and analyzable, but 29 respondents (17.0%) had 

no income and no reduced FICA tax expiration. Descriptive statistics for the 2013 respondents 

were similar to the 2009 and 2011 results. Focusing on the two research questions: 

 
RQ1  Descriptively, what percent of working individuals noticed the 2009 and 2013 2% change in tax 

withholding? 

 

Of the 218 responses to the 2009 survey, 102 (46.7 percent) did not know whether they 

received a stimulus payment. Survey responses indicating that respondents would have been 

eligible for the rebate were separated out from those surveys indicating ineligibility. While filing 

status was not collected, the total number of respondents eligible to receive the rebate was at 

least 125 of the 151 respondents (82.8 percent) of those who reported AGI, and possibly as high 

as 98.0 percent of all respondents. Using a t-statistic, the number of people who did not know 

whether they had received the stimulus was significantly different than zero, at p < 0.0001. Only 

66 of the respondents who did not know whether they had received higher take home pay also 

answered the AGI question, of which at least 55 (83.3 percent) should have, based on self-

reported AGI.  

 Of the 142 analyzable responses to the 2013 survey, 55 (38.7%) were unaware of the 

decrease in their paychecks due to the expiration, 84 (59.2%) were aware of the change, and 3 

people (2.1%) did not respond to the question. Using a t-statistic, the number of people who did 

not know whether they received these stimulus payments was significantly different than zero at 

p < 0.0005; however the difference between the number of 2009 respondents who were unaware 

of receiving the tax rebate and the number of 2013 respondents who were unaware of the FICA 

expiration was not statistically significant. 

 
RQ2  Compared to the use of the 2009 and 2011 tax rebates, how was the2013 cancellation of the 2011 

rebate financially recovered among (1) investing in long-term savings vehicles like certificates of 

deposit and debt/equity securities; (2) paying down credit card debt; (3) paying down long-term 

notes payable; (4) spending for monthly bills; (5) spending on durable goods; and (6) saving for 

short-term goals like a vacation. 

  

 The 55 respondents who reported receiving rebates in 2009 reported receiving an average 

of $38.82 per pay period; 55.3 percent of respondents were paid bi-weekly. Of these, 11 

respondents did not provide information on how they distributed the rebate among spending and 

saving categories, leaving 44 analyzable distribution observations. Those respondents reported 

spending 59.8 percent immediately, and 72.0 percent by the end of the year. See Table 1. 
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Table 1 

DESCRIPTIVE STATISTICS FOR AMOUNT OF 2009, 2011 AND 2013 REBATES AND REVERSAL 

SPENT, IN PERCENTAGES 

 2013 FICA Rebate 

Expiration 

 

2011 FICA Rebate 2009 Income Tax Rebate 

 Immediate 

Spending 

Spending & 

Short-Term 

Savings 

Immediate 

Spending 

Spending & 

Short-Term 

Savings 

Immediate 

Spending 

Spending & 

Short-Term 

Savings 

Mean -46.2 -90.7 48.5 61.0 59.8 72.0 

Standard Error 0.057490 0.032670 0.042543 0.041629 0.069515 0.062380 

Median 0.50000 1.00000 0.479904 0.875000 1.000000 1.000000 

Mode 0.00000 1.00000 0.000000 1.000000 1.000000 1.000000 

Std. Deviation 0.437880 0.248820 0.440070 0.430619 0.461108 0.413785 

Kurtosis -1.729100 7.615290 -1.780480 -1.620480 -1.772650 -0.61990 

Skewness 0.142670 -2.864920 0.052417 -0.404880 -0.410200 -1.081270 

Range 1 1 1 1 1 1 

Minimum 0 0 0 0 0 0 

Maximum 1 1 1 1 1 1 

Count 58 58 107 107 44 44 

 

 Respondents of the 2011 survey invested a significantly larger percentage of the rebate in 

stocks and bonds than the respondents of the 2009 rebate and also significantly increased the pay 

down of long-term notes and credit cards. The long-term savings increase was financed by 

cutbacks to monthly expenses, and to a lesser extent, durable goods. The percentage invested in 

short-term savings was relatively the same for the two groups. The immediate spending increases 

of 2009 and 2011 were essentially reversed by the 2013 rebate reversal. However, short-term 

savings also substantially decreased due to the rebate reversal. See Table 1 and Table 2. 
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Table 2 

COMPARATIVE DISPOSITION OF REBATES, IN PERCENTAGES 

As Percent of Rebate 2013 2% FICA 

Rebate 

Reversal 

2011 2% FICA 

Rebate 

2009 Regular Pay 

Period Rebate 

n= 58 107 44 

Investments in debt/equity -3.6 22.0** 4.4 

Short-term Savings -44.4 12.0 12.1 

Pay Long-term Notes 0.0 8.5** 0.6 

Pay Credit Cards -5.7 21.4** 11.7 

Spend: Monthly Expenses -29.4 34.3** 50.0 

Spend; Durable Goods -16.8 1.7**  5.3 

Other 0.0 0.0 4.5 

Percent Spent Immediately -46.2 36.0 59.8 

Percent Spent Within Year -90.6 48.0 72.0 

* All percents are rounded.  

** Percent of 2011 rebate applied is significantly different (p < .05) from the 2009 percent of monthly rebate.  

  

Spencer and Chambers (2012) observed that individuals’ spending/savings disposition 

changed as an unexpected effect of the latest recession, likely because the unemployment rate 

and weeks unemployed rose dramatically, while at the same time the value of real assets declined 

precipitously. When consumer expectations concerning the future become bleak, that can cause a 

heuristic shift between spending and saving that appear as a response to some new exogenous 

change, instead of an endogenous shift in disposition toward income. The correlation between 

immediate spending and those who said they would spend a lot of money if they received it was 

0.789. Interestingly, the correlation between those who thought they would spend the rebate 

immediately and those who said they would spend a little money if they received it was -0.399. 

This could be because the respondents felt that the amount of money in the rebate was material, 

contrary to Chambers, et al. (2009), or that respondents general perceptions of what they would 

do with money does not match up well with specific hypotheticals. The correlation between 

those who would spend, rather than save a lot of money, and those who would spend only a little 

money was -0.172, which might indicate that (1) money in budgets may not be strictly fungible, 

(2) different amounts of money are matched to different uses, consistent with mental accounting, 

or (3) with a hypothetically large amount of money, spending would be sated, and the desire to 

save would be met next.  

DISCUSSION 

The 2009 stimulus was largely unnoticed by individual taxpayers. This could indicate 

little precise knowledge of paystub information, a high rate of functional financial illiteracy or a 
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high materiality level among taxpayers (Sahm, et al., 2010; Chambers, et al., 2009). The 

expiration of the FICA tax rebate was also largely unnoticed, although to a lesser degree. While 

the number of people not noticing the 2009 and 2013 tax changes was significantly different 

from zero, there was no significant difference in the number of unaware respondents from 2009 

to 2013, contrary to Tversky and Kahneman (1986). This may be because all of these numbers 

are immaterial to taxpayers, consistent with Chambers, et al. (2009). However, the correlation 

between respondents saying they would spend a lot of money and the respondents’ actual choices 

in this situation correlate strongly. 

Answering Research Question #1, more people noticed decreased income than increased 

income, but the number of people who did not notice a change in their paychecks was large in 

both cases. The rebates of 2009 were stealth rebates; most individuals were unaware of the 

changes in take home pay. Fully 46.7% percent of those in the 2009 rebate study who answered 

the AGI question did not know whether they had received the stimulus. In the 2013 survey, 38.7 

percent were unaware of smaller paychecks, whereas 59.2 percent were aware of a change. 

These results support either a functional financial illiteracy or a general neglect of the 

composition of their pay. But, whatever the cause of this lack of awareness, it seems clear that a 

small change in marginal tax rates would be insufficient to significantly affect the number of 

hours offered in the labor market. 

Answering Research Question #2, as shown in Table 1, most of the 2013 respondents 

planned to immediately stop spending approximately the same amount as the extra they spent 

from the 2009 and 2011 tax rebates, across both regular monthly expenses and purchases of 

durable goods. By the end of 2011, 61.8% was planned to be spent, versus a 90.7% reduction in 

yearly spending by the end of 2013, indicating an asymmetry in the stimulus effects of this tax 

rebates/cancellation. That is, cancelling a rebate appears to slow a rebate more than granting a 

rebate stimulates the economy. The tax rebate cancellation has likely slowed the economy, but 

the effect may be lost in the noise of government shutdowns and an otherwise growing economy. 

A much larger reduction in the amount of short-term savings the income would fund indicates 

that the effect of the 2013 rebate expiration likely lasts over several quarters, starting 

immediately. Individual households with less in short-term savings may be less able to absorb 

such adverse financial shocks. 

Two major implications are suggested by these results: (1) it is difficult for a politician to 

earn political capital for championing a tax rebate that has gone largely unnoticed. Besides the 

economic cost, the rebate reversal created is a political cost (or disadvantage), as noted by 

Grunwald (2012). (2) Government may well be able to tax more if the tax is collected a little bit 

at a time, and in small amounts per payment. A small, regular tax may go largely unnoticed by 

some, and even those who notice may be unconcerned with having to pay it, negating the 

political damage of raising tax rates by a small percentage or broadening a tax base. More so, 

there is likely to be little material political fallout for letting a tax rebate expire versus a raise in 

tax rates, but doing so could slow the economy over several quarters.  

How did consumers change credit card payments when take home pay shrank? They 

reduced the amount respondents paid on credit cards by very little. This could be because (1) 

they regularly pay the minimum on credit cards, allowing for no room to reduce the amount they 

would spend, (2) the credit cards are largely paid off, so there is no payment to reduce; or (3) the 

heuristic shift causes a lingering, post-recession distaste for credit card balances. 

As shown in Table 2, the 2013 tax rebate cancellation was borne in the majority by short-

term savings and spending on durable goods (44.4% and 16.8%, or 61.2% in total). However, 
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neither of these categories were large categories of spending in either 2011 or 2009, indicating 

another asymmetry between tax rebates granted and tax rebates cancelled. The reasons for this 

are unclear: maybe taxpayers didn’t trust that the rebates actually would expire. Indeed, 

Congress has a history of renewing tax breaks, sometimes retroactively. Maybe taxpayers plan to 

lease durables rather than buy them. Most cars, furniture and major appliances can be rented. 

Perhaps many durables are considered luxuries, and not needed. Short-term savings may have 

been designated for financial setbacks (as a “rainy day” fund), and perhaps taxpayers classified 

the tax rebate cancellation as a small financial setback. 

While the 2009 and 2011 rebates were enacted to be temporary, the funds were generally 

spent, consistent with Beach and Wilson (2001), who concluded that decreases in marginal tax 

rates would stimulate economic growth more than lump sum tax rebates of the same magnitude, 

because (1) decision-makers’ assumptions are based on the income stream, and (2) evenly 

distributed “lumps” of rebates are not perceived as a permanent. 

LIMITATIONS AND FUTURE DIRECTIONS 

A limitation of this study was how the 2011 survey was constructed. Unlike the 2009 

survey, the respondents were asked if they had received a rebate and, if so, how they had spent it. 

The 2011 participants were informed that they had or would be receiving a rebate, and then 

asked how they intended to spend it. These are different constructs, making a direct comparison 

difficult. However, Sheppard et al. (1988) found a significant 0.53 correlation between intent and 

actions, giving us an indication of how respondents reacted in 2011.  

This sample contained a high number of students with a high business concentration. For 

example, for the most recent tax rebate year, 88 of the 101 students were business majors. This 

concentration should arguably bias against financial ignorance, which likely understates the 

percentage of respondents that do not know what’s in their paycheck. However, ceteris paribus, 

this education may be offset in part, whole or more than whole by less experience receiving and 

perhaps reading paychecks. Indeed, in the most recent tax rebate year, as a percent, 60% of the 

students did not notice the rebate expiring, whereas only 53% of the non-students were ill-

informed. That is, the effect of education was more than offset by other factors, perhaps having 

had fewer paychecks and less experience in how to calculate their pay. 

To test for differences between student and non-student samples, respondents were 

segregated into those two groups, and descriptive statistics were re-run for the immediate 

spending and the immediate spending plus the short-term savings percentages. Some differences 

were found. Immediate spending for students was 64.1% v. 57.9% for non-students, and 

immediate spending plus short-term savings for students was 72.8% v. 76.2% for non-students. 

However, the difference in immediate spending between these two groups was not statistically 

significant. Both results support Walters-York & Curatola (1998). Because behavior differences 

between students and non-students were not significant, these numbers are presented in the paper 

in aggregate. 

The fact that taxpayers did not notice small amounts of higher income in their paychecks 

may also speak to the financial literacy of the general population. It is uncertain to what extent 

people know what goes into or out of their paychecks, and this calls for further study. 
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CONCLUSION 

 Public policy analysts, economists and politicians can learn lessons from the FICA rebate 

reversal: first, employees have only a casual knowledge of the amount of money in their 

paychecks, making it difficult for policymakers who wish to use this as a tool to elicit changes in 

the amount of labor offered by workers. Second, making small tax adjustments, whether up or 

down, to taxpayers’ paychecks goes largely unnoticed. This is good news for a less than 

forthright employer or taxing entity raising taxes, but bad news for politicians distributing tax 

rebates and wishing to earn appropriate credit for assisting a broad base of taxpayers. Third and 

finally, those who did notice the change in their take-home pay reacted to the reversal of the 

FICA tax rebate by intentionally trimming their monthly expense and durable goods budgets, 

which likely slows the economic recovery.  
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http://eds.b.ebscohost.com/eds/pdfviewer/pdfviewer?sid=d5d3e80e-1604-4b6d-856c-63b6d71da764%40sessionmgr112&vid=0&hid=121
http://eds.b.ebscohost.com/eds/pdfviewer/pdfviewer?sid=d5d3e80e-1604-4b6d-856c-63b6d71da764%40sessionmgr112&vid=0&hid=121
http://factfinder.census.gov/servlet/STTable?_bm=y&-state=st&-qr_name=ACS_2008_1YR_G00_S1901&-ds_name=ACS_2008_1YR_G00_&-CONTEXT=st&-redoLog=true&-_caller=geoselect&-geo_id=01000US&-format=&-_lang=en
http://factfinder.census.gov/servlet/STTable?_bm=y&-state=st&-qr_name=ACS_2008_1YR_G00_S1901&-ds_name=ACS_2008_1YR_G00_&-CONTEXT=st&-redoLog=true&-_caller=geoselect&-geo_id=01000US&-format=&-_lang=en
http://factfinder.census.gov/servlet/STTable?_bm=y&-state=st&-qr_name=ACS_2008_1YR_G00_S1901&-ds_name=ACS_2008_1YR_G00_&-CONTEXT=st&-redoLog=true&-_caller=geoselect&-geo_id=01000US&-format=&-_lang=en
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APPENDIX – 2013 INSTRUMENT 

Payroll Tax Change Survey – Please check the answer that corresponds to the category that best describes you: 

1. Did you have a job in 2012 that continued into this year?       Yes       No     

(If no, please skip to question #12.) 

2. If you circled "Yes": How are you are paid?       Weekly      Bi-weekly     Monthly      Other (please explain) ___ 

3. What is your current monthly income?  $_____________ 

4. If you circled "Yes" in #1: Compared to 2012, is more money being taken out for taxes on your 2013 earned 

income?       Yes            No 

(If no, please skip to question #12.) 

5. If you circled "Yes" in #4: Approximately how much more is taken from each paycheck than last year?  $_____ 

Given your answer to #5, how will you make up that amount of money? 

6. Invest less (in stocks, bonds, savings account, etc.)?  $ 

7. Increase credit card debt? $ 

8. Finance more through long-term notes (e.g. mortgage, car note, etc.)? $ 

9. Take out about evenly every month for expenses?  $ 

10. Buy fewer durable assets (e.g. car, boat, washing machine, furniture)? $ 

11. Save less for an infrequent expense (e.g. vacation, bigger holiday gifts)? $ 

Amount must total  your answer in #5 above-------------  

12. Gender:        Male          Female           13.Age at last birthday _______   14.   Zip code __________ 

15. Currently taking college classes?         Yes           No   

16. Your major (college students only) ___________________________ 

17. What is the estimated value of your financial assets (savings, investments etc.)?   $_________ 

 

IN PERCENTAGES, how your financial assets are distributed among the following (must add up to 100%). 

18. Checking accounts _______%   19.   Saving accounts _______%     20.  Stocks/bonds/mutual funds _______%     

21. Retirement/pension funds _______%     22.   Other _______% (please specify)_____________ 

23. What is the estimated value of your real assets (home, vehicles, personal property, etc.)?      $__________ 

IN PERCENTAGES, how your real assets are distributed among the following (must add up to 100%). 

24. Home _______%  25. Vehicles ____%   26. Personal property (furniture, tools, electronics, jewelry, etc.) ____% 

27.   Other real estate _______%     28.   Other _______% (please specify) ________________________ 

29. What is the highest level of your education?  Less than high school      High school/GED        

 Some college      Bachelor’s degree   Master’s degree         Above Master’s degree 

30. What is the subject area is your highest degree (college graduates only)?  _________________________ 

31. How you would classify your business experience level:    Very Low       Low     Average     High     Very High 

32. What is your racial/ethnic identity? (Check all that apply)     African American     Asian American      

Hispanic American            Native American   White American        Other (please specify) ________ 

33. When a passenger in a car, how often do you wear a seat belt?    Always         Most of the time    About ½ of 

the time       Sometimes        Very seldom 

34. When you get a little extra money each month, what do you normally do with it?      Spend it       Save it      Pay 

off debt 

35. When you get a lot of extra money, what do you normally do with it?     Spend it       Save it        Pay off debt 

Thank you! 
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Curt Westergard of Digital Design & Imaging Service works with Arizona State 

University journalism professor Steven Doig to calculate the size of crowds on the Washington 
Mall for CBS News (Gaynor, 2012). Wireless panoramic cameras are sent above the mall on a 

surveillance balloon tethered to a truck. The cameras transmit photos to computers on the 

ground, which overlay grids and establish crowd numbers based on the grid/density method. 

Computer scientist and software engineer Ming Jiang and his colleagues analyze video 

imagery of crowds by combining background subtraction with pattern recognition techniques. 

They first estimate crowd density in various sections of the image by applying a pixel statistical 

algorithm combined with a texture analysis algorithm, and then add the numbers derived for each of 

the sections to arrive at a total number of people in a scene (Jiang, et al. 2014). The method used 

by Jiang and his colleagues represents an enhancement of Jacobs’ method in its high-tech, 

computerized analysis, and its use of a video image rather than a photo. 
Idrees and his colleagues propose that because it is nearly impossible for a human being to 

count very high-density video images of crowds with any accuracy, it is necessary to use 

computer-based approaches to estimate crowd sizes for extremely dense crowds (Idrees, et al. 

2013). Their approach is somewhat similar to that of Jiang, et al.’s (2014) in its use of computer 

software for pattern recognition modeling. Textures of video images are analyzed for each of 

several small patches into which the image is divided, counts for each patch are obtained, and the 

count for the entire image is the sum of counts from individual patches — essentially a 

grid/density approach, but an enhanced version, using computer analysis of videos. 

Several computer science researchers have used “blob” size to count people in videos that 

are converted to binary images. Blob size optimization is a method for estimating crowd size 

proposed by Daud, Arif and Basalamah (2012). In this approach, video is converted, frame by 

frame, to separate moving objects (people) from the foreground. Foreground segmentation and 

pixel analysis allow identification of “blobs,” the connected regions in the binary image. Blobs are 

analyzed for their value, and the optimal blob area is used to count the people in the video. 

Yoshinaga, Shimeda, and Taniguchi (2010) use a similar method by subtracting background 

from video images to segment regions into blobs, extract features from blobs, and apply a neural 

networking method to estimate the number of people in the video. 

Thermal cameras are another means of image capture used by researchers, police, and 

retailers to detect people. Thermal sensors offer the opportunity to conduct crowd size estimation 

in low light situations. Rather than using photographs or video images, Maria Andersson and her 

colleagues (Andersson, Rydell & Ahlberg, 2009) employed thermal infra-red sensors to estimate 

crowd size, using the grid/density method. Several companies offer infra-red sensors to monitor 

foot traffic and customer movement, and to monitor crowd size (Thermal Imaging People 

Counters, 2015; IRISYS, 2015), but most thermal applications have occurred indoors and with 

small crowds. 

Grid/Density Models Combined with Spectator Surveys 

A number of researchers recommend combining crowd observation with some type of 

survey data. 

Seidler, Meyer, and MacGillivray (1976) propose that a revision of Jacobs’ method called 

“zone-sector strategy” be combined with on-the-spot interviewing of participants. The authors 

recommend dividing the crowd into zones, basically “imaginary concentric rings which half- 

circled the speaker’s platform,” and sectors, which “were wedge-like areas extending outward 

from the speaker’s platform and formed by straight lines cutting through the zones.” The 

purpose of forming such a grid over the crowd was to partition the crowd for sampling purposes. 
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Audiences London Limited (2011) recommends combining observation with follow-up 

surveys to correct possible error due to crowd “churn” and researcher oversight in handing out 

“counting items.” First, they recommend doing headcounts at intervals over the course of the 

event and combining headcount results with “dwell time,” as assessed through crowd surveys, to 

incorporate crowd turnover, or “churn,” into final estimates. Second, they recommend that if 

items are given away as counting aids at the entrance or exit, that results of a survey to determine 

the proportion of people who obtained or did not obtain an item be considered in calculation of the 

final estimates. 

Davies, Coleman, and Ramchandani (2010) also recommend combining the grid/density 

calculations with a spectator survey, to separate spectators who happen upon an event at random 

from those who attend with purpose. 

Models for Moving Crowds 

An alternative to the grid/density method grew out of concern for the difficulties involved in 

accurately assessing the size of moving crowds. People participating in a march, for example, may 

not be accurately counted using static photographic images or videos that are used in conjunction 

with the grid/density model. 

Audiences London Limited (2011) recommends a number of very simple ways to estimate 

moving-crowd size when there are identifiable entries and exits into the crowd space. One 

recommendation is simply to count the number of people entering or exiting the site. Counting 

aids such as manual clickers or a turnstile could be used as well. A disadvantage of the method is 

the need for defined entry and exit sites. 

The use of what might be termed “absent” counting aids is also recommended by 

Audiences London Limited: beginning with a known number of items, such as stickers or 

programs, the authors recommend handing an item to every person who enters or exits, and 

determining how many are missing after the event, to indicate how many were handed out. This 

method, again, requires defined entry and exit sites in order to be viable (2011). 

Hong Kong University Public Opinion Program (2006) devised a “count and follow-up” 

method of crowd estimation for moving crowds. Their method requires selection of an inspection 

point where participants passing the point are counted. A follow-up survey is conducted to 

determine the proportion of participants who did or did not pass the observation point. Final 

estimates are calculated based on a combination of the two pieces of data. 

Yip and his colleagues (Yip, et al. 2010) recommend a revision of the Hong Kong 

approach that they consider more practical because it does not require a follow-up survey. 

Theirs is called the “double count and spot-check” method, which they claim is more efficient 

than the count and follow-up method. For double count and spot-check, researchers must 

identify two inspection points, one near the front and one near the rear of the event, and count 

participants at both points. The survey would not be necessary. A disadvantage is the need for 

well-defined entry and exit sites. 

Electronic, Non-Image Based Models: Device-Dependent Methods 

Recently, researchers in computer science, electronic engineering, and information 

technology have tackled the problem of crowd size estimation using electronic methods that 

obviate the need for visual images. These non-image based models require people to carry 

various radio devices, such as RFID chips, mobile phones, or other wireless transmitters in order to 

be detected. 
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Casinos are sophisticated users of RFID (radio frequency identification) technology, such as 

embedded consumer loyalty cards or bracelets. “Crowd contouring” is accomplished by 

combining the number of people in various areas of the casino with information about their 

demographics, past gambling behavior, food and drink purchases, and the like (Schüll, 2012). 

While casinos’ applications of RFID technology may serve as an example of what can be done, 

the application is indoors, with people willing to provide a good deal of personal information in 

order to participate in the casino activities. 

Academic researchers have also used RFID technology, but because the communication 

range is very short and the RFID systems are expensive, RFID is often used for indoor 

applications rather than outdoors (Kannan, et al. 2012; Ni, et al. 2004). Kannan and his colleagues 

(2012) devised a unique low cost method of counting crowds using audio tones emitted and 

received by mobile phones. In a study using 25 smartphones, the researchers were able to assess 

crowd size with up to 90% accuracy. 

Other researchers have used mobile smartphones in various ways to estimate crowd size. 

Kravets, et al. (2013) created a technique they call “CrowdWatch,” by positioning agents 

classified as “watchers” and “samplers” at various locations throughout the crowd, each with 

specific monitoring responsibilities. Weppner, et al. (Weppner & Lukowicz, 2013; Weppner, et al. 

2014) used a similar technique, sending individuals with mobile phones out in a grid pattern, to 

scan for Bluetooth devices. For Weppner’s European study, the authors counted on near saturation 

with Bluetooth devices. 

Botta, Moat and Preis (2015) estimated crowd size in a football stadium and an airport by 

observing Internet and mobile phone use, monitoring texts, tweets, and phone calls, also assuming 

near saturation with mobile devices. 

Electronic, Non-Image Based Models: Device-Free Methods 

The previously-described methods have the disadvantage of requiring that devices be 

held by crowd members. Other researchers have begun working with WiFi-type solutions, which 

operate much like sonar or radar imaging, and require no devices. In the WiFi-type solutions, 

signals emitted from a source are reflected off of objects in the environment, including people. 

The reflections are captured and assessed, and used to calculate the size of the crowd. 

The “Electronic Frog Eye” described by Xi, et al. (2014) counts crowds using WiFi based 

on a CSI (Channel State Information) system, which is sensitive to variations in the wireless 

environment caused by moving objects. The authors use commercially available devices, and 

report that their approach outperforms existing “state-of-art” approaches. 

Indirect Methods of Assessment 

It is worth noting that some communities and festival managers have used indirect 

indicators of crowd size. The New York Sanitation Department, for example, weighs garbage 

generated by parade participants to calculate attendance (Feldman, 1987). Audiences London 

(2011) recommends recording the number of drinks or the amount of food sold to gauge crowd 

size. 
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Summary of Methods 

The different methods of direct assessment of crowd size can be divided into three basic 

categories: grid/density methods, streaming-crowd methods, and hybrid methods, outlined in 

Tables 1 through 3. The methods differ in the ways that crowd members are detected (either 

through personal visual detection, or mediated means, such as photographs or electronic 

transmissions), and in the assessment methods (either manual count or computer software 

analysis). 

The six grid/density methods are direct visual detection using manual headcounts, photo- 

based detection using manual headcounts, computer subtraction techniques using software 

analysis, computer pattern-recognition techniques using software analysis, thermal/infrared- based 

techniques using software analysis, and electronic transmission-based techniques (RFID, 

Bluetooth) using software analysis. 

 
Table 1 

ASSESSMENT OF CROWD SIZE: GRID/DENSITY METHODS 

 Detection Mode Assessment 

Method 

Associated With 

GD1 Personal/Visual Manual 

headcount 

Jacobs 1967 

GD2 Photos/Videos Manual 

headcount 

Melina 2010; Raybould, et al. 2000; 

Choi- Fitzpatrick 2014 
GD3 Computer Subtraction Software analysis Davies, Yin, Velastin 1995; Jiang, et al. 2014 

GD4 Computer Pattern 

Recognition 

Software analysis Marana, et al. 1999; Jiang, et al. 2014; Idrees, et 

al. 

2013 GD5 Thermal/infrared Software analysis Andersson, Rydell, Ahlberg 2009; IRISYS 2015 

GD6 Electronic transmission 

(RFID/Bluetooth) 

Software analysis Schüll 2012; Kannan, et al. 2012; Ni, et al. 

2004; Kravets, et al. 2013; Weppner and 

Lukowicz 2013; Weppner, et al. 2014 
 

All three streaming-crowd methods require defined entry and exit, as well as direct visual 

detection. They differ in the means of assessment. One uses a manual headcount, one a 

mechanical count (the use of clickers), and one a proxy count (equal to the number of “counting 

aids” such as stickers or bracelets that are distributed). 

A single hybrid method is the physical distribution, to every member of the streaming 

crowd, of RFID-embedded materials such as bracelets, a method which requires personal visual 

detection (to ensure that every attendee receives the RFID-embedded materials), and, for the 

embedded giveaways, electronic-transmission based techniques of detection and computer 

software analysis. 

 
Table 2 

ASSESSMENT OF CROWD SIZE: STREAMING-COUNT MODELS 

 Detection Mode Assessment Method Associated With 

SC1 Personal/Visual Manual headcount Audiences London 

Limited 2011; Yip, et al. 

2010 
SC2 Personal/Visual Mechanical (clicker) Audiences London 

Limited 2011 

SC3 Personal/Visual Proxy count (number of “counting aids” 

distributed: bracelets, stickers, etc.) 

Audiences London 

Limited 2011 
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Table 3 

ASSESSMENT OF CROWD SIZE: HYBRID MODEL 

 Detection Mode Assessment Method Associated With 

H1 Personal/Visual and 

Electronic Transmission 

Proxy count (number of RFID embeds 

distributed) and software analysis of 

RFID transmissions 

Schüll 2012 

 
Indirect methods and surveys can be used to supplement the grid/density, streaming- count, 

and hybrid methods. 

DISCUSSION 

An examination of the nature and purpose of an event, as well as the characteristics of the 

crowd and the venue itself, may provide clues as to which measurement methods are most likely to 

be productive for any given set of circumstances. Specifically, the restrictions of venue entry and 

exit, the size, visibility, dispersion, and churn rate of the crowd, and the levels of spatial and 

temporal differentiation of the event may be critical in determining the appropriate mode of 

detection (visual or mediated via photography, computer, or electronic transmission), the 

measurement method (manual headcount or computer software analysis), the number of 

detection locations (single or multiple), and the number of measures (“snapshots”) over time 

(single point in time or multiple points in time). Table 4 identifies how characteristics of the 

crowd, venue, and event can influence the choice of detection mode, method of analysis, number of 

detection locations, and number of measures over time. 

Crowd Characteristics: Size, Visibility, Dispersion, and Churn Rate 

For grid/density models, the crowd size suggests primarily which mode of detection, 

measurement method, and number of detection locations would be appropriate. For a small 

crowd, for example, visual detection, a manual headcount, and a single detection location are 

sufficient. As the crowd increases in size, researchers should use mediated (photo-based, 

computer-based, or electronic transmission-based) detection, or place several sensors within the 

crowd, or both. 

If crowd visibility is obstructed, then researchers need to use electronic transmission- based 

detection (such as thermal infrared sensors, RFID, or Bluetooth) or multiple detection locations in 

areas that would otherwise not be visible from a single detection location. 

Finally, a crowd that is unevenly dispersed, say, one that is denser near the speaker’s 

podium, would best be measured using multiple detection locations, and crowds with high churn 

rates might be more accurately assessed using repeated measures over time. 

Venue Characteristics: Access/Defined Entry and Exit 

Venues with defined entry and exit points allow the use of streaming-count methods of 

assessment. If the crowd is small, visual detection and manual headcounts at entry and/or exit 

points is possible. Similarly, a small crowd would allow the use of visual detection combined 

with measurement methods of either mechanical means (the use of “clickers”) or proxy counts 

(the number of stickers or other “counting aids” distributed). Crowd size can be expected to 

result in an interaction effect, such that larger crowds require multiple detection locations — 

multiple defined entry and exit points — in order for the same methods to be successful. 
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TABLE 4 

ASSESSMENT OF CROWD SIZE: 

IMPACT OF EVENT VARIABLES ON MEASUREMENT VARIABLES 

Measurement Variables Affected 

  

Detection Mode 

 

Method of 

Analysis 

Number of 

Detection 

Locations 

Number of 

Measures 

Over Time 
By:     

Crowd 

Characteristics 

    

Size X X X  

Visibility   X  

Dispersion   X  

Churn Rate    X 

Venue 

Characteristics 

    

Access Type X X X  

Event 

Characteristics 

    

Spatial 

Differentiation 

   
X 

 

Temporal 

Differentiation 

    
X 

Event Characteristics: Spatial or Temporal Differentiation 

Events may be classified along a continuum relative to differentiation of purpose, as 

evidenced by the spatial and temporal characteristics of the event. At one end of the continuum 

are undifferentiated, single-purpose gatherings, where no changes occur from beginning to end, 

and all activity at the event is focused on the same function. At the opposite end are highly 

differentiated, multipurpose events, which perform several functions either at different locations 

within the venue or at different points in time over the course of the event. Differentiation in the 

purpose of the event can result in corresponding variation in layout of the venue (spatial 

differentiation), or in corresponding changes in event activities over time (temporal 

differentiation). As the event becomes more differentiated, so should the assessment methods 

used. An undifferentiated event can be measured using a single detection location, at a single 

point in time, whereas a multipurpose event suggests the necessity of either multiple detection 

locations (for spatial differentiation), or multiple measures over time (for temporal variation). 

CONCLUSIONS AND RECOMMENDATIONS 

The fields of economics, marketing, social psychology, political science, advertising, 

public relations, tourism, hospitality, and the sciences all have specialized needs and unique 

applications for information about crowd size, but as of yet no single analytic method has been 

proposed for determining the appropriate estimation method. An examination of crowd, venue, 

and event characteristics, however, may help to identify the characteristics of the appropriate 

measurement method, as well as eliminate methods that would be inappropriate. 

Identifying the purpose of an event, for example, will go a long way in determining the 

mode of detection, method of measurement, number of detection locations, and measures over 

time that would be desirable for achieving accurate estimates. The less differentiated the event in 

its purpose, the simpler the methods required. A state welcome center that is tasked with 
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identifying interest among traveling tourists, for example, can engage in simple visual, manual, 

single-location, single-measure assessment, but a tourist commission charged with identifying 

which specific events or activities constitute the destinations of attraction within the state may 

need to use mediated detection techniques, computer analysis, multiple locations, and repeated 

measures. Similarly, broader brush-stroke measures may be sufficient for assessing the crowd at a 

campaign rally for a single Presidential candidate, where one’s mere attendance constitutes a 

voicing of interest, whereas more precise tracking of crowds and their movement may be 

desirable for a multipurpose event such as a county fair, a flea market, or a festival. At those 

types of multipurpose events, the greater the degree of variation across the event space (food 

vendors here, music tent there) and the greater the number of changes in event characteristics 

over time (the winner of “American Idol” sings at eight o’clock on the final day of the event), the 

more important it is to have multiple detection locations and multiple measures (“snapshots”) 

over time. 

LIMITATIONS AND FUTURE RESEARCH 

While the present paper does not provide a guarantee for the elimination of error in 

estimates of crowd size, it attempts to identify the first steps necessary for shaping a strategic 

plan to reduce wasted efforts in crowd measurement. Potential avenues for future research 

include comparisons of methods, application of new technologies, and identification of the 

markets for which new technologies might assist in the achievement of additional marketing 

goals based on two-way communication. 

A comparison of methods would be greatly informative. Where crowds have near- 

saturation with Bluetooth devices, for example, combining the Bluetooth-based measures with 

some of the more rudimentary models (simple visual detection and manual assessment) would 

help to generate expectations for the errors associated with various methods. 

Application and comparison of new technologies offer vast opportunities for learning 

about the possible applications of drones, RFID chips, and Bluetooth devices for improving 

estimates of crowd size. As the technologies are always changing, their use in research remains a 

constant challenge. 

Researching the markets most likely to use new technologies may also provide insight 

into the possibility of combining crowd size estimation with other goals, such as consumer 

engagement, brand awareness, or product promotion. A crowd with Bluetooth saturation, for 

example, allows not only the unobtrusive detection of crowd size, but also the possibility of 

communicating with crowd members. Beacons placed at multiple locations throughout a crowd 

can use BLE (Bluetooth Low Energy) technology to send electronic messages to individuals who 

have turned on location services and Bluetooth, on their Bluetooth devices such as smartphones. In 

addition, if users have enabled certain mobile apps, they will transmit data regarding 

demographics, social network influence, and brand-related behavior as well. Tracking the 

market segments most likely to use Bluetooth, as well as the events they are most likely to 

attend, has potential to yield significant insights for marketing applications. 
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