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Abstract

Research has consistently demonstrated that people treat digital technology-based environments such
as VR as if they were real. This is consistent with neural reuse and predictive processing theories.
Neural circuits that have developed to perform real world actions are reused when performing tasks in
computer mediated environments. The current research investigates some of the factors that could
support users in leveraging their existing real world representations. A reasonable hypothesis is that
users are more likely to emulate existing real world processing if technological artifacts are congruent
with their experiential basis. This work investigates the perceived cues of task risks, movement realism
and controller realism in performing actions. Controller design is manipulated (gesturing, wand, vs.
knife), and participants cut a vegetable in a simulated environment. Participants evoked real world
sensory motor contingency when technological artifacts are congruent with their experiential basis.
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Introduction
Increasingly technological systems have begun to develop new
interactive styles that leverage the richness of humans’ real
world interactions. For example, systems using low cost full
body motion tracking, such as Kinect, have been made
available. There is also a breakthrough in eye gaze based
interactive system such as LC technologies’ eye gaze edge
tracking. Because of this departure from WIMP interfaces, a
significant question arises as to whether and how gestural
interactions, or in some cases intention driven touchless
interactions, can evoke representations that are similar enough
to perceiving and enacting actions in the real world in order to
train up responses and habits that would be able to later get
deployed in real world practices. If not, what differences might
there be?

A myriad of theoretical approaches have been proposed to
guide the design of systems that support users embodying
themselves in the environment and participating in the
interactions meaningfully. One of the central themes of this
embodied interactive movement is to encourage the alignment
between the representations being constructed for the digital
world and the relevant experiential basis, making digital
artifacts part of the background in the formation of
representations instead of being in the foreground [1-6]. By
judiciously re-representing the key elements in physical reality,
as well as tapping into visual-perceptual cues, such digital-
physical systems create a new interface interaction paradigm
that leverages existing embodied proprioceptive abilities and
motor skills we all develop and employ in the real world. This
movement is consistent with insights from embodied and
grounded cognitive science [7].

Recent views of embodied cognition are exploring the high
level neural mechanisms that may be critical to our embodied
cognitive abilities. For example, views of cognition as being

hierarchical predictive machinery, where higher level layers
predict activity of lower layers, and the lower layers send
feedback in the form of error signals of the predictions have
been proposed [8-10]. These predicative theories suggest that
more abstract concepts and higher level abilities, such as
keeping track of goal states, are built up through the testing and
refining of predictive mechanisms. The predictions and error
signals are fundamentally bidirectional, higher levels generate
predictions of the neural patterns of activity of lower layers,
and mismatches generate error signals that are propagated back
up the hierarchy which can be used to refine the predictive
machinery.

This brain as active predictive machine view suggests that the
sensory repertoire gathered from past experiences and the
current sensory/perceptual inputs constrain the computation of
probabilities that underlie neural representations. Such
predictive views of embodied cognition are especially relevant
to understanding human performance in computer mediated
environments. In a computer mediated environment, we use
predictive machinery that is evolved and developed to work
with other (usually real world) experiences in order to interact
with the digital environment [11].

The reuse and redeployment of neural circuits is expected
(according to neural reuse theories) in order for perceptual
predictions to be as efficient and accurate as possible in
computer mediated environments [12]. There are two
mechanisms by which neural circuits are commonly reused,
especially in the context of learning to use a computer mediated
environment for some task. In one type of reuse, new types of
higher-level prediction abstractions will be created to learn
predictions of low-level circuitry that is essentially being used
for the purpose it was originally developed for. For example in
order to interpret visual objects being depicted in a virtual
reality, they are of course designed to be visually similar to
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their real world counterparts. Another type of reuse is where
low-level circuitry is put to a novel function by existing higher-
level abstractions to cope with the differences in an unfamiliar
computer mediated experience. For example, we may be
experiencing a common task in a simulated environment, such
as moving objects around to complete some goal, but our low-
level motor actions needed in order to interact with the virtual
world use some sort of input controller like a joystick rather
than our own hands to perform the task.

In cognition, this predictive machinery results in a tight
coupling of what is available in the environment (such as the
fidelity of the environment) and the sensory motor contingency
that gets triggered in a user. Central to the argument in the
current work is the bi-directionality of this coupling. For
example, user’s movements can modify which aspects of the
environment are attended to and reflexively tweak the run-time
representations that are used for selecting the next action.
However, previous research has been inconclusive to this
prediction and the existing research paradigms are not
conducive to understanding these bi-directional interactions as
they unfold. In existing studies, researchers examined explicit
game performance measures and player subjective reports
including perceived mental workload, and did not look into
real time processing measures [13,14]. In yet another study,
video clips of transitive actions were examined and participants
reported the habitual actions were perceived to be easier and
more natural to understand [15].

In this research, we look into real time processing measures as
we manipulate a controller used by a participant in a simulated
environment on a simulated task. We vary the controller to
become more congruous with the real world tool they might
use to do the same task. In particular, we set up a simple task to
cut objects with a knife, and test certain implicit task measures
as users perform the task but with an empty hand, vs. when
holding a wand, vs. when holding a prop knife to interact with
the simulated environment. We will explore the following
hypotheses.

Physicality hypothesis
Given that the knife and the wand in our study are matched in
terms of weight and length, the physical properties of device-
based controller vs. open hand are significantly different. Thus
the implicit task performance in terms of cut location (i.e.,
physical injury index) will be expected to be different between
device-based controller (knife or wand) vs. open hand
gesturing.

Risk perception hypothesis
Given that the knife is the only controller that could trigger the
perception of risk [16-19], there would be significant
differences in total time on task between the knife condition vs.
the non-knife conditions (wand, and open-hand).

Methods
The desktop virtual environments we developed for the
experiments reported here aim to emulate a stationary work
area, where the avatar puppets the motions of the user’s arm in
the real world, to allow the user to manipulate objects through
the avatar’s actions. A typical example we have implemented
is a kitchen food preparation area, where the user has control of
one arm of the avatar in the virtual space to manipulate knives,
bowls, food and other objects. The user can have full control of
the arm(s), and in more immersive versions can also control
head gaze and direction.

We use the hands-free capability of the Kinect to test different
conditions of physical embodiment in a vegetable cutting task,
where the user has a (prop) knife versus a wand or a tracked
empty hand when controlling an avatar with a virtual knife in
the virtual environment. The Kinect device provides position
information of the user’s hand in real space, which is
transmitted to the running Blender program as a set of three
position coordinates. We have developed the framework to
gather this positioning information reported by the Kinect, and
then transmit them to a running Blender simulation. We
recorded the effector position in pixels every 10 ms.

Participants
There were 53 undergraduate students recruited from Texas A
& M University -Commerce (Mean age=24 years), of which
57% were female and 43% were male. In the data reported
below, 2 participants’ data were trimmed.

Experimental design
We used a controller (knife condition, wand condition, vs. open
hand condition) between subjects design. The weight and
length of the wand were matched with those of the prop knife.
Participants were randomly assigned to each of the
experimental conditions.

Procedure
The height of the monitor was positioned such that the location
of the eyes and head of the avatar in the environment was
consistent with the location of the human participant’s eyes and
head in the real world. The food preparation station was
positioned right above the waist of a user of average height.

Once participants were successfully calibrated in Kinect, they
went through a phase familiarizing themselves with Kinect.
For the experimental trial, participants were given the
following instructions: (1) they would see a cucumber being
cut; (2) kitchen bell tone would signal their turn to make a cut;
(3) make the cut where they desire. In addition, an
experimenter indicated the appropriate starting position to
facilitate accurate Kinect tracking.

Results
We computed the following measures: (a) the physical injury
index, which is the distance in pixel coordinates from the
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participant cut locations to the finger tip of the avatar left hand
in the computer mediated environment; and (b) the total task
time, which was the total time from when the kitchen bell tone
occurred indicating that it was the participant’s turn, to when
the participant moved the knife in the virtual environment in
such a way that it indicated a cut should occur on the vegetable
and the action to cut the vegetable was completed. In Figure 1,
we depict the physical injury index measure (in blender virtual
environment pixel units). The measurement indicated in the
figure was taken as the actual distance in 3 dimensions from
the tip of the avatars fingertip, to the tip of the location where
the cucumber cut location began on the vegetable being cut in
the experiment.

Figure 1. The injury index is measured in blender pixel units, the
distance from the avatars left hand holding the vegetable in the
current task, to where the actual cut occurs indicated by the subject’s
actions in the experiment.

In Figure 2, we visualize the results of the injury index
measure together with the time to task measure. In this figure,
we indicate the 3 different conditions (open hand, holding a
prop knife and wand). Notice that for the knife condition
especially subjects take the longest to complete the cut the
closer the cut they are attempting to perform is to the avatar’s
left hand (which might result in potential injury, at a distance
of 0.0 or less from the hand). Interestingly as well, all subjects
who actually caused an injury to the hand, i.e., cuts that
actually went into the avatars finger, were in the most
incongruous condition, where the user in reality had an empty
hand, but were controlling an avatar wielding a knife in the
virtual environment. In general cuts that were more accurate
and closer to the hand (without actually injuring the hand)
usually took the most amount of time to make.

Figure 2. Injury index scatter plot. Distance (in blender units) of the
cut from the avatars hand vs. total task time when cut was made, for
the 3 experimental conditions.

In Figure 3, we show the average injury index for participants
in each condition, along with 95% confidence intervals. The

planned contrast showed that participants cut significantly
closer to the fingertip when gesturing empty hand than holding
a controller, t (48)=2.61, p=0.012. This is consistent with the
physicality hypothesis. Also of note, open hand performance
on the injury index showed the smallest injury index (e.g. cuts
that were closest to the finger).

Figure 3. Summary of injury index measure. Mean injury index are
shown with whiskers indicating 95% confidence interval limits of the
means.

In Figure 4 we summarize the total task time measure. The
planned contrast showed that participants used significantly
longer time to cut with a knife than the other two non-knife
forms, t (48)=2.06, p=0.045. This is consistent with the risk
perception hypothesis. So while time to perform the cutting
task with knives was significantly slower than the non-knife
conditions, the knife users were a bit more accurate than the
wand users in their cuts as indicated in Figure 3. Users in the
open hand condition might seem to be the most accurate in
terms of injury index and cut accuracy, but they were
significantly more likely to actually cause injuries to the avatar
hand in this condition.

Figure 4. Summary of total task time measure. Figure indicates mean
total task time for the three experimental conditions, with 95%
confidence interval shown.

Conclusion
The experiment showed that effector congruence in the
simulated environment does have some significant effects on
task performance. Participants are more likely to treat the task
as they would in the real world when the controller they use is
the most realistic, and most in line with existing neural
circuitry that would typically be employed to accomplish the
task. For example, users were much less likely to cause injury
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to their virtual hand, when they were holding an object in their
hand. We interpret this to mean that existing neural circuits and
predictive machinery are more likely to be invoked in these
more congruous conditions. Thus caution and appropriate
location of the virtual knife in space were more likely to be
achieved in order not to injure the virtual avatar. The most
cautious behavior, in terms of time taken on the task, occurs
when holding a prop knife to manipulate the virtual
environment. People using the knife took longer and performed
better cuts than people using a wand or not holding a prop.

We have done some analysis on the planning and execution of
the task as indicated in the motor coordination measures of our
participants in this simulated task. For example, in Figure 5 we
show an analysis of the smoothness (or its absence jerkiness)
of the actual trajectories of the avatars hands in the virtual
environment being controlled by the subjects hand movements
through the Kinect controller. We have broken down the
trajectories into 5 segments, and used the third time derivative
[20] to measure the smoothness of their trajectories. The
whiskers represent 95% confidence intervals of the smoothness
measure for each of the 5 trajectory segments. Knife
performance differed significantly on this smoothness measure,
especially in the middle part of the motion of the virtual knife
on the task. These motion analysis measures show how
different participants are treating the task when using the more
congruent controller.

Figure 5. Measure of smoothness of subject’s motion of the knife in
the virtual environment, broken up into 5 equal length segments.
Whiskers indicate 95% confidence interval on the smoothness
measure.

Unlike the previous studies, the current results speak to the
importance of looking into real time task planning and
execution and showcase a paradigm in observing movements
in developing embodied design [21]. The equivalence on the
performance measures does not necessarily speak to the
ongoing differences in the users’ minds. The paradigm
developed in the current study shows potential to examine how
the bi-directional interactions of changes in simulated
environments influence subsequent user actions and vice versa
as they unfold in real time [22]. Through systematic
comparison, the current study give insight into what critical

ingredients of intuitive touchless interactions should involve
[23,24].

Predictive views of embodied cognition that take into account
how neural circuits are likely to be reused when experiencing a
simulated environment are a rich conceptual framework to
better understand how to improve immersion and learning
outcomes when training in simulated environments. This
theory could address a number of thorny issues. For example,
why environments with minimal realism can still trigger the
experience of immersion and why often environments with
varying degrees of realism do not get rated differently when it
comes to the subjective reports of user interaction experience.
A system that provides less support to align with real world
sensory motor contingencies, the more perceptual prediction
errors will be generated along the way and the more
hierarchical adjustments will have to be made to compensate
for errors. This would lead to the greater probability of errors
on the task and less satisfaction as reflected in the subjective
reports of user experience.
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